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Abstract

Many mathematical models in different disciplines involve the formulation of free boundary problems, 
where the domain boundaries are not predefined. These models present unique challenges, notably the non
linear coupling between the solution and the boundary, which complicates the identification of bifurcation 
types. This paper mainly investigates the structure of symmetry-breaking bifurcations in a two-dimensional 
free boundary problem modeling tumor growth. By expanding the solution to a high order with respect to 
a small parameter and computing the bifurcation direction at each bifurcation point, we demonstrate that 
all the symmetry-breaking bifurcations occurred in the model, as established by the Crandall-Rabinowitz 
Bifurcation From Simple Eigenvalue Theorem, are pitchfork bifurcations. These findings reveal distinct 
behaviors between the two-dimensional and three-dimensional cases of the same model.
© 2025 Elsevier Inc. All rights are reserved, including those for text and data mining, AI training, and 
similar technologies. 

1. Introduction

In recent decades, an increasing number of PDE models describing solid tumor growth in 
the form of free boundary problems have been proposed and studied, see [1--11] and reference 
therein. These models, which consider the tumor tissue as a density of proliferating cells, are 
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based on reaction-diffusion equations and mass conservation law for cell density and nutrient 
concentration within the tumor. The influences of different factors on tumor growth are inves
tigated, such as the effect of angiogenesis [12--15], time delay [16--19], inhibitor [20,21], cell 
cycle [6,22--24], necrotic core [25--27], and so on. A systematic survey of tumor model studies 
was provided in [28].

Let σ and p denote the concentration of nutrients and the pressure, respectively. The basic 
tumor growth model is to find the unknown tumor region Ω(t) (or the tumor boundary ∂Ω(t)) 
and the unknown functions σ(x, t) and p(x, t) satisfying

σt − Δσ + σ = 0 in Ω(t), t > 0, (1.1)

Δp = −μ(σ − σ̃ ) in Ω(t), t > 0, (1.2)

σ = 1 on ∂Ω(t), t > 0, (1.3)

p = κ on ∂Ω(t), (1.4)

where κ is the mean curvature, and

Vn = −∂p

∂n 
on ∂Ω(t), (1.5)

where ∂
∂n

is the derivative along the outward normal �n and Vn is the velocity of the free boundary 
∂Ω(t) in the outward normal direction �n. The initial conditions are

σ(x,0) = σ0(x) in Ω(0), where Ω(0) is given. (1.6)

In the basic model (1.1) -- (1.6), it is assumed that the tumor region Ω(t) contains just one type 
of cell, and the cell density is uniform. The tumor will either expand or shrink depending on the 
amount of nutrients within the tumor, and the tumor proliferation rate is assumed to be linear with 
respect to the concentration of nutrients, given by the function μ(σ − σ̃ ). Here, μ is a parameter 
expressing the ``intensity'' of tumor expansion due to mitosis (if σ > σ̃ ) or tumor shrinkage by 
apoptosis (if σ < σ̃ ), and ̃σ is a threshold concentration. In addition, it is assumed that the tumor 
region is a porous medium, so that Darcy’s law �V = −∇p holds. Combining it with the law of 
conservation of mass div �V = μ(σ − σ̃ ), we derive the equation (1.2). Furthermore, the boundary 
condition for the pressure p, i.e., the equation (1.4), is due to cell-to-cell adhesiveness, and the 
continuity of the velocity field �V · �n = Vn yields the relation (1.5).

It is well-established that under the assumption 0 < σ̃ < 1, the system (1.1) -- (1.6) admits 
a unique radially symmetric stationary solution for both the 2-D [11] and 3-D [10] cases. It 
was also proved in [11] for the 2-D case and [5,9] for the 3-D case that there exists a sequence 
of symmetry-breaking bifurcation branches consisting non-symmetric stationary solutions that 
bifurcate from the branch of the unique radially symmetric stationary solution with parameter μ. 
Similar bifurcation results in various tumor growth models have been obtained in [4,19,21,26,27]. 
Yet, the structure of these bifurcations remains largely unexplored. It was demonstrated in [9] 
that the first symmetry-breaking bifurcation of model (1.1) -- (1.6) in 3-D case is a transcritical 
bifurcation. In contrast, our findings in this paper reveal a distinct behavior in the 2-D version of 
the same model. We will prove that all symmetry-breaking bifurcations for model (1.1) -- (1.6) 
in 2-D are pitchfork bifurcations. The methods in this paper can be applied to analyze tumor 
growth models with different factors proposed in [12--21,25--27]. Although the computations 
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can be more complicated, similar bifurcation results could be obtained. This finding is consistent 
with the numerical simulations in [26,29].

The structure of this paper is as follows: Section 2 presents preliminary results. In Section 3, 
we prove the existence of bifurcation of non-radially symmetric solutions. Section 4 is dedi
cated to deriving the type of bifurcations and proving that all bifurcation points are pitchfork 
bifurcations. Finally, in Section 5, we provide a discussion of our results.

2. Preliminaries

2.1. Radially symmetric stationary solution

Consider (1.1) -- (1.6) in the two-dimensional spatial domain. We denote the radially sym
metric stationary solution of (1.1) -- (1.6) by (σS(r),pS(r), ∂BRS

), where BRS
denotes the disk 

centered at 0 with radius RS . From (1.1) -- (1.6), the solution satisfies

−ΔσS + σS = 0 0 < r < RS, (2.1)

ΔpS = −μ(σS − σ̃ ) 0 < r < RS, (2.2)

σS = 1 r = RS, (2.3)

pS = 1 
RS

r = RS, (2.4)

Vn = −∂pS

∂r 
= 0 r = RS. (2.5)

The system has now been reduced to an ODE system, and the explicit solution is given by

σS(r) = I0(r) 
I0(RS)

, (2.6)

pS(r) = 1

4
μσ̃r2 − μ

I0(r) 
I0(RS)

+ 1 
RS

+ μ − 1

4
μσ̃R2

S, (2.7)

where RS is uniquely determined by the equation

σ̃

2 
= I1(RS) 

RSI0(RS)
. (2.8)

In (2.6) -- (2.8), the functions In(r), where n are non-negative integers, represent the modified 
Bessel functions of the first kind. For convenience, we collect some properties of these functions 
in Subsection 2.2.

Later on, we will use μ as the bifurcation parameter, which explicitly appears in the formula of 
pS . To avoid the dependence of this particular solution (σS,pS,RS) on the bifurcation parameter 
μ, we decompose pS as

pS(r) = p̃S(r) + μp∗
S(r),

where p̃S and p∗ are defined to satisfy the following boundary value problems, respectively:
S
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⎧⎪⎨⎪⎩
− Δp̃S = 0 0 < r < RS,

p̃S = 1 
RS

r = RS,
(2.9)

{ − Δp∗
S = σS − σ̃ 0 < r < RS,

p∗
S = 0 r = RS.

(2.10)

These equations can be solved to obtain:

p̃S(r) = 1 
RS

, (2.11)

p∗
S(r) = 1

4
σ̃ r2 − I0(r) 

I0(RS)
+ 1 − 1

4
σ̃R2

S. (2.12)

In later computations, we will use the information of ∂σS(RS)
∂r , ∂2σS(RS)

∂r2 , ∂p̃S(RS)
∂r , 

∂p∗
S(RS)

∂r , 
∂2p̃S (RS)

∂r2 , 
∂2p∗

S(RS)

∂r2 , ∂
3p̃S (RS)

∂r3 , and 
∂3p∗

S(RS)

∂r3 . We put them in the following lemma:

Lemma 2.1. For the radially symmetric stationary solution (σS, p̃S,p∗
S, ∂BRS

), we have

∂σS(RS)

∂r 
= I1(RS)

I0(RS)
, (2.13)

∂2σS(RS)

∂r2 = 1 − I1(RS) 
RSI0(RS)

, (2.14)

∂p̃S(RS)

∂r 
= ∂2p̃S(RS)

∂r2 = ∂3p̃S(RS)

∂r3 = 0, (2.15)

and, by (2.7), we also have

∂p∗
S(RS)

∂r 
= σ̃

2 
RS − I1(RS)

I0(RS)
= 0, (2.16)

∂2p∗
S(RS)

∂r2 = σ̃

2 
−

(
1 − I1(RS) 

RSI0(RS)

)
= 2I1(RS) 

RSI0(RS)
− 1, (2.17)

∂3p∗
S(RS)

∂r3 = 1 
RS

− (2 + R2
S)I1(RS)

R2
SI0(RS) 

. (2.18)

2.2. Properties of Bessel functions

Recall that the modified Bessel function of the first kind In(ξ) satisfies the differential equa
tion

I ′′
n (ξ) + 1 

ξ
I ′
n(ξ) −

(
1 + n2

ξ2

)
In(ξ) = 0 ξ > 0, (2.19)

and is given by
4 
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In(ξ) =
(

ξ

2 

)n ∞ ∑
k=0 

1 
k!Γ(n + k + 1)

(
ξ

2 

)2k

, (2.20)

from which it is easy to derive

In+1(ξ)

In(ξ) 
<

ξ

2n
, for ξ > 0, n ≥ 1. (2.21)

Furthermore, by [5,7,11], In(ξ) satisfies the following properties, which are needed in subsequent 
computations.

I ′
n(ξ) + n

ξ
In(ξ) = In−1(ξ) n ≥ 1, (2.22)

I ′
n(ξ) − n

ξ
In(ξ) = In+1(ξ) n ≥ 0, (2.23)

ξn+1In(ξ) = ∂

∂ξ
(ξn+1In+1(ξ)) n ≥ 0, (2.24)

In−1(ξ) − In+1(ξ) = 2n

ξ
In(ξ) n ≥ 1, (2.25)

In(ξ)

ξ
is increasing in ξ for ξ > 0 n ≥ 1. (2.26)

2.3. Bifurcation theory

In this subsection, we state some abstract bifurcation theorems which are critical in our anal
ysis:

Theorem 2.2. (Crandall-Rabinowitz Theorem, [30--32]) Let X, Y be real Banach spaces and 
let F(·, ·) be a Cp map, p ≥ 2, of a neighborhood (μ0,0) in R × X into Y . Denote by Fx

and Fμx the first- and second-order Fréchet derivatives, respectively. Assume the following four 
conditions hold:

(I) F(μ,0) = 0 for all μ in a neighborhood of μ0,
(II) KerFx(μ0,0) is one dimensional space, spanned by x0,

(III) ImFx(μ0,0) = Y1 has codimension one,
(IV) Fμx(μ0,0)[x0] / ∈ Y1,

then (μ,x) = (μ0,0) is a bifurcation point of the equation F(μ,x) = 0 in the following sense: 
in a neighborhood of (μ,x) = (μ0,0), the set of solutions to F(μ,x) = 0 consists of two Cp−1

smooth curves, Γ1 and Γ2, which intersect only at the point (μ0, x) = (μ0,0); Γ1 is the curve 
x ≡ 0, and Γ2 can be parameterized as follows:

Γ2 = (μ(ε), x(ε)) : |ε| small, (μ(0), x(0)) = (μ0,0), x′(0) = x0.
5 
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Theorem 2.2 was first proved in [30] for C1 maps with continuous Fμx . The version here with 
Cp (p ≥ 2) maps was stated in [32] with Cp−2 solution curves. Indeed, the solution curves are 
Cp−1 as pointed out in [31] (see Corollary 2.3 and Lemma 2.5).

While the Crandall-Rabinowitz Theorem reveals the locations where bifurcation branches 
occur, it does not provide information on the direction of bifurcation branches, which is important 
in determining the type of bifurcation diagrams. To investigate the type of bifurcation, we need 
the following theorem:

Theorem 2.3. ([31,33]) Suppose the conditions of Theorem 2.2 are satisfied and let (μ0,0) be 
the bifurcation point of F(μ,x) = 0 in Theorem 2.2. Along the bifurcation branch Γ2, we have

μ′(0) = −〈l,Fxx(μ0,0)[x0, x0]〉
2〈l,Fμx(μ0,0)[x0]〉 , (2.27)

where l ∈ Y ∗ satisfying Ker l = ImFx(μ0,0), and 〈·, ·〉 is the duality pair of Y ∗ and Y . If 
μ′(0) �= 0, which indicates Fxx(μ0,0)[x0, x0] / ∈ ImFx(μ0,0), then the bifurcation branch Γ2
exhibit a transcritical bifurcation. On the other hand, if μ′(0) = 0, then Fxx(μ0,0) [x0, x0] ∈
ImFx(μ0,0), and the bifurcation is a pitchfork type. Furthermore, in the case of a pitchfork 
bifurcation and assuming p ≥ 3, the direction of bifurcation at (μ0,0) is determined by

μ′′(0) = −〈l,Fxxx(μ0,0)[x0, x0, x0]〉 + 3〈l,Fxx(μ0,0)[x0, φ]〉
3〈l,Fμx(μ0,0)[x0]〉 , (2.28)

where φ is the solution of

Fxx(μ0,0)[x0, x0] +Fx(μ0,0)[φ] = 0. (2.29)

3. The existence of bifurcation branches

In this section, we give an alternative proof to [11] regarding the existence of symmetry
breaking bifurcation branches in the stationary problem for system (1.1) -- (1.6). This proof 
employs the Crandall-Rabinowitz Theorem and the methodologies are similar to those used in 
[9,14,19,21,34].

In the context of the Crandall-Rabinowitz Theorem, we define the curve Γ1 as the branch of 
radially symmetric stationary solution discussed in Section 2.1. Specifically, Γ1 is given by

Γ1 = {(μ,σS, p̃S,p∗
S, ∂BRS

) : μ > 0}.

Based on this radially symmetric solution branch, we consider a family of domains Ωε with 
perturbed boundaries

∂Ωε : r = RS + R̃(θ),

where R̃(θ) = εS(θ) with |ε| 
 1. Within the perturbed domain Ωε, we denote (σ,p) by the 
unique solution of the system
6 
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−Δσ + σ = 0 in Ωε, (3.1)

−Δp = μ(σ − σ̃ ) in Ωε, (3.2)

σ = 1 on ∂Ωε, (3.3)

p = κ on ∂Ωε. (3.4)

Similar to the decomposition in Section 2.1, we decompose p as

p = p̃ + μp∗, (3.5)

where p̃ and p∗ satisfy the following boundary value problems:{ − Δp̃ = 0 in Ωε,

p̃ = κ on ∂Ωε,
(3.6)

and { − Δp∗ = σ − σ̃ in Ωε,

p∗ = 0 on ∂Ωε,
(3.7)

respectively. This decomposition allows us to eliminate the dependence of the solution on the 
bifurcation parameter μ. It is clear that the system (3.1) -- (3.4) is equivalent to solving for 
(σ, p̃,p∗) from (3.1), (3.3), (3.6), and (3.7). For notation simplicity, we shall refer to this new 
system as System (A).

We define the bifurcation equation F as

F(μ, R̃) = ∂p

∂n 

∣∣∣∣
∂Ωε

. (3.8)

Combining with (3.5), we have

F(μ, R̃) =
(∂p̃

∂n 
+ μ

∂p∗

∂n 

)∣∣∣∣
∂Ωε

(3.9)

By (1.5), F(μ, R̃) represents the negative value of the normal velocity of the free boundary. In 
a stationary solution, the free boundary remains unchanged. Therefore, (σ, p̃,p∗) is a stationary 
solution of System (A) in the perturbed domain Ωε if and only if F(μ, R̃) = 0.

The function S(θ) may be viewed as a function defined on the unit circle

Σ = {x ∈R2 : |x| = 1},

so it is natural to impose 2π -periodic boundary condition on the function S(θ). Furthermore, it 
can be proved that the solution to System (A) is even in variable θ if we assume S(θ) = S(−θ). 
As a result, we introduce the following Banach spaces: for any integer l ≥ 0 and 0 < α < 1,
7 
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Xl+α = {R̃ ∈ Cl+α(Σ) : R̃ is 2π-periodic in θ, and R̃ is even}, (3.10)

Xl+α
2 = closure of the linear subspace spanned by {cos(jθ), j = 0,2,4, · · · } in Xl+α. (3.11)

For System (A), one can apply Schauder theory to establish the following lemma:

Lemma 3.1. If S ∈ C3+α(Σ) and (σ, p̃,p∗) satisfies System (A), then σ ∈ C3+α(Ωε), p̃ ∈
C1+α(Ωε), and p∗ ∈ C3+α(Ωε).

Lemma 3.1 shows that the mapping (μ, R̃) �→ F(μ, R̃) is from R+ × C3+α(Σ) to Cα(Σ). 
Recalling the definitions of Banach spaces Xl+α and Xl+α

2 in (3.10) and (3.11), we can use 
similar arguments to prove F(μ, R̃) maps from Xl+3+α to Xl+α (or from Xl+3+α

2 to Xl+α
2 ) for 

any integer l ≥ 0.
In order to apply the Crandall-Rabinowitz Theorem, we need to compute the Fréchet deriva

tives of F . To do that, we shall analyze expansions of (σ, p̃,p∗) in ε. For any μ > 0, we formally 
write

σ = σS + εσ1 + O(ε2), (3.12)

p̃ = p̃S + εp̃1 + O(ε2), (3.13)

p∗ = p∗
S + εp∗

1 + O(ε2). (3.14)

Substituting equations (3.12) -- (3.14) into System (A), neglecting terms of order O(ε2), and 
also recalling that

κ = (RS + εS)2 + 2S2
θ − (RS + εS) · Sθθ(

(RS + εS)2 + S2
θ

)3/2 = 1 
RS

− ε
1 

R2
S

(
S + Sθθ

)
+ O(ε2), (3.15)

we obtain the linearized systems for σ1, p̃1, and p∗
1 :

⎧⎨⎩
− Δσ1 + σ1 = 0 in BRS

,

σ1(RS, θ) = −∂σS(RS)

∂r 
S(θ) on ∂BRS

,
(3.16)

⎧⎪⎨⎪⎩
− Δp̃1 = 0 in BRS

,

p̃1(RS, θ) = − 1 

R2
S

(S(θ) + Sθθ (θ)) − ∂p̃S(RS)

∂r 
S(θ) on ∂BRS

,
(3.17)

⎧⎨⎩
− Δp∗

1 = σ1 in BRS
,

p∗
1(RS, θ) = −∂p∗

S(RS)

∂r 
S(θ) on ∂BRS

.
(3.18)

In the subsequent Section 4, we will consider the next order of approximation and prove a more 
refined formula for κ .

Following [9,14,19,21], the following lemma can be easily proved.
8 
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Lemma 3.2. If S ∈ C3+α(Σ) and (σ, p̃,p∗) satisfies System (A), then

‖σ − σS‖C3+α(Ωε)
≤ C|ε|‖S‖C3+α(Σ), (3.19)

‖(p̃ + μp∗) − (p̃S + μp∗
S)‖C1+α(Ωε)

≤ C|ε|‖S‖C3+α(Σ), (3.20)

where the constant C is independent of ε.

To further justify equations (3.12) -- (3.14), we need to estimate the O(ε2) terms using the 
appropriate norms. It is important to note that (σ, p̃,p∗) is defined only on Ωε , (σS, p̃S,p∗

S) has 
explicit expressions and is defined everywhere on R2, and (σ1, p̃1,p

∗
1) is defined only on BRS

. 
Therefore, we must transform these functions into a common domain before proceeding with our 
analysis. To this end, we introduce the Hanzawa transformation Hε, which is defined by

(r, θ) = Hε(r
′, θ ′) ≡ (r ′ + χ(RS − r ′)εS(θ ′), θ ′), (3.21)

where χ(z) :R→ R is a bounded function satisfying

χ ∈ C∞, χ(z) =
{

0, if |z| ≥ 3δ0/4

1, if |z| < δ0/4
, 

∣∣∣∣∂kχ

∂zk

∣∣∣∣ ≤ C

δk
0

, k = 1,2, · · · ,

and δ0 is a small positive constant. The Hanzawa transformation Hε maps BRS
into Ωε while 

keeping the ball {r < RS − 3
4δ0} fixed to avoid the singularity of the Laplace operator at 0. The 

inverse transformation H−1
ε maps Ωε onto BRS

.
Using the Hanzawa transformation, we let

σ̂1(r, θ) = σ1(H
−1
ε (r, θ)), ̂̃p1(r, θ) = p̃1(H

−1
ε (r, θ)), p̂∗

1(r, θ) = p∗
1(H−1

ε (r, θ)).

(3.22)
Then, (σ, p̃,p∗), (σS, p̃S,p∗

S), and (̂σ1, ̂̃p1, p̂
∗
1) are all defined on the same domain Ωε. This 

allows us to establish another lemma. The proof of the lemma follows methods similar to those 
found in [9,14,19,21]. We introduce additional decompositions for p, pS , and p1 here; however, 
these do not impact the validity of the proof.

Lemma 3.3. If S ∈ C3+α(Σ), (σ, p̃,p∗) satisfies System (A) and (̂σ1, ̂̃p1, p̂
∗
1) is defined in (3.22) 

where (σ1, p̃1,p
∗
1) is the solution to the system (3.16) -- (3.18), then

‖σ − σS − εσ̂1‖C3+α(Ωε)
≤ C|ε|2‖S‖C3+α(Σ), (3.23)

‖(p̃ + μp∗) − (p̃S + μp∗
S) − ε(̂̃p1 + μp̂∗

1)‖C1+α(Ωε)
≤ C|ε|‖S‖C3+α(Σ), (3.24)

where the constant C is independent of ε.

Since

F(μ,0) =
(∂p̃S

∂r 
+ μ

∂p∗
S

∂r 

)∣∣∣∣ = 0 + μ

(
σ̃

2 
RS − I1(RS)

I (R )

)
= 0,
r=RS 0 S

9 
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where this last equality is justified by (2.8), we proceed to substitute equations (3.13), (3.14), and 
(3.24) into (3.9) to derive the following:

F(μ, R̃) =
(∂p̃

∂n 
+ μ

∂p∗

∂n 

)∣∣∣∣
r=RS+εS

=
(
∇p̃ · �n + μ∇p∗ · �n

)∣∣∣∣
r=RS+εS

=
(∂p̃

∂r 
�er + 1

r

∂p̃

∂θ 
�eθ

)
· 1 √

1 + (
rθ
r

)2

(
�er − rθ

r
�eθ

)∣∣∣∣
r=RS+εS

+ μ
(∂p∗

∂r 
�er + 1

r

∂p∗

∂θ 
�eθ

)
· 1 √

1 + (
rθ
r

)2

(
�er − rθ

r
�eθ

)∣∣∣∣
r=RS+εS

= ∂p̃

∂r 

∣∣∣∣
r=RS+εS

+ μ
∂p∗

∂r 

∣∣∣∣
r=RS+εS

+ O(|ε|2‖S‖C3+α(Σ))

=
(∂p̃S(RS)

∂r 
+ μ

∂p∗
S(RS)

∂r 

)
+

(∂2p̃S(RS)

∂r2 εS + μ
∂2p∗

S(RS)

∂r2 εS + ∂p̃1(RS, θ)

∂r 
ε

μ
∂p∗

1(RS, θ)

∂r 
ε
)

+ O(|ε|2‖S‖C3+α(Σ)).

Thus,

F(μ, R̃) =F(μ,0) + ε
(∂2p̃S(RS)

∂r2 S + μ
∂2p∗

S(RS)

∂r2 S + ∂p̃1(RS, θ)

∂r 

+ μ
∂p∗

1(RS, θ)

∂r 

)
+ O(|ε|2‖S‖C3+α(Σ))

which formally gives the Fréchet derivative of F in R̃ at (μ,0)

FR̃(μ,0)[S] = ∂2p̃S(RS)

∂r2 S + μ
∂2p∗

S(RS)

∂r2 S + ∂p̃1(RS, θ)

∂r 
+ μ

∂p∗
1(RS, θ)

∂r 
. (3.25)

In what follows, we shall use (3.25) to establish the existence of bifurcation branches by verifying 
the regularity and the four assumptions in Theorem 2.2. The results are stated in the following 
Theorem:

Theorem 3.4. For any ̃σ > 0, there exists a unique RS > 0 such that System (A) has a family of 
radially symmetric stationary solutions in a form of

Γ1 = {(μ,σS(·), p̃S(·),p∗
S(·), ∂BRS

) : μ > 0}.

Then, for every even integer n ≥ 2, the point (μn,0) is a bifurcation point of System (A), where

μn = n(n2 − 1)

R3M
(3.26)
S n

10 
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and Mn is defined in (3.34). Furthermore, in a neighborhood of (μn,0), the set of solutions to 
System (A) consists of exactly Γ1 and

Γ2,n = {(μn(ε), σn(ε, ·), p̃n(ε, ·),p∗
n(ε, ·), ∂Ωε,n) : |ε| 
 1},

such that σn(ε, ·) = σS(·)+εσ1(·)+O(ε2), p̃n(ε, ·) = p̃S(·)+εp̃1(·)+O(ε2), p∗
n(ε, ·) = p∗

S(·)+
εp∗

1(·) + O(ε2), where σ1, p̃1, and p∗
1 satisfy (3.16) -- (3.18) with S(θ) = cos(nθ), respectively, 

and the corresponding free boundary ∂Ωε,n is of the form r = RS + ε cos(nθ) + O(ε2).

Proof. To begin with, for any μ > 0, the radially symmetric stationary solution (σS, p̃S,p∗
S)

exists when R̃(θ) = 0 and remains independent of μ. Consequently, the first assumption of The
orem 2.2, namely that F(μ,0) = 0, is satisfied.

By (3.24), the operator F maps from R+ ×Xl+3+α to Xl+α (or from R+ ×Xl+3+α
2 to Xl+α

2 ). 
Since the set {cos(nθ)}∞n=0 is an orthonormal basis for Xl+α , we use a Fourier series expression 
for S(θ):

S(θ) =
∞ ∑

n=0 
an cos(nθ). (3.27)

Applying the separation of variables technique to the systems (3.16) -- (3.18) and utilizing the 
results from Lemma 2.1, we can solve (σ1, p̃1,p

∗
1) explicitly by

σ1(r, θ) =
∞ ∑

n=0 
anσ1,n(r) cos(nθ) =

∞ ∑
n=0 

an

(
− I1(RS)In(r) 

I0(RS)In(RS)

)
cos(nθ), (3.28)

p̃1(r, θ) =
∞ ∑

n=0 
anp̃1,n(r) cos(nθ) =

∞ ∑
n=0 

an

(n2 − 1)rn

Rn+2
S

cos(nθ), (3.29)

p∗
1(r, θ) =

∞ ∑
n=0 

anp
∗
1,n(r) cos(nθ) =

∞ ∑
n=0 

an

(
− rnI1(RS) 

Rn
SI0(RS)

+ I1(RS)In(r) 
I0(RS)In(RS)

)
cos(nθ). (3.30)

Differentiating (3.28) -- (3.30) in r , and using properties of Bessel functions in Section 2.2, we 
obtain

∂σ1(r, θ)

∂r 
=

∞ ∑
n=0 

an

∂σ1,n(r)

∂r 
cos(nθ) =

∞ ∑
n=0 

an

[
− I1(RS) 

I0(RS)In(RS)

(
In+1(r) + n

r
In(r)

)]
cos(nθ),

∂p̃1(r, θ)

∂r 
=

∞ ∑
n=0 

an

∂p̃1,n(r)

∂r 
cos(nθ) =

∞ ∑
n=0 

an

n(n2 − 1)rn−1

Rn+2
S

cos(nθ),

and
11 
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∂p∗
1(r, θ)

∂r 
=

∞ ∑
n=0 

an

∂p∗
1,n(r)

∂r 
cos(nθ)

=
∞ ∑

n=0 
an

[
− nrn−1I1(RS)

Rn
SI0(RS) 

+ I1(RS) 
I0(RS)In(RS)

(
In+1(r) + n

r
In(r)

)]
cos(nθ).

Hence, in (3.25),

∂p̃1(RS, θ)

∂r 
+ μ

∂p∗
1(RS, θ)

∂r 
=

∞ ∑
n=0 

an

[n(n2 − 1)

R3
S

+ μ
I1(RS)In+1(RS)

I0(RS)In(RS) 

]
cos(nθ). (3.31)

Substituting (2.15), (2.17), and (3.31) into (3.25), we have

FR̃(μ,0)[S(θ)]

=μ
( 2I1(RS) 
RSI0(RS)

− 1
) ∞ ∑

n=0 
an cos(nθ) +

∞ ∑
n=0 

an

[n(n2 − 1)

R3
S

+ μ
I1(RS)In+1(RS)

I0(RS)In(RS) 

]
cos(nθ)

=
∞ ∑

n=0 
an

(
μ

2I1(RS) 
RSI0(RS)

− μ + n(n2 − 1)

R3
S

+ μ
I1(RS)In+1(RS)

I0(RS)In(RS) 

)
cos(nθ),

(3.32)

in particular,

FR̃(μ,0)[cos(nθ)] =
(
μ

2I1(RS) 
RSI0(RS)

− μ + n(n2 − 1)

R3
S

+ μ
I1(RS)In+1(RS)

I0(RS)In(RS) 

)
cos(nθ)

≜
(

− μMn + n(n2 − 1)

R3
S

)
cos(nθ),

(3.33)

where

Mn = 1 − 2I1(RS) 
RSI0(RS)

− I1(RS)In+1(RS)

I0(RS)In(RS) 
. (3.34)

It was proved in [18] (Lemma 4.1) and [35] (Lemma 3.3) that

1 − 2I1(x) 
xI0(x)

− I1(x)In+1(x)

I0(x)In(x) 
> 0 for n ≥ 2 and x > 0, (3.35)

thus

Mn > 0 for n ≥ 2. (3.36)

Furthermore, for n = 0 (see Lemma 4.1 in [19]),

FR̃(μ,0)[1] = μ
( 2I1(RS) 
R I (R )

− 1 + I 2
1 (RS)

I 2(R )

)
> 0;
S 0 S 0 S

12 
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and for n = 1,

FR̃(μ,0)[cos(θ)] = μ
( 2I1(RS) 
RSI0(RS)

− 1 + I2(RS)

I0(RS)

)
cos(θ) = 0,

implying that cos(θ) is in the kernel of FR̃(μ,0) for all μ. For n ≥ 2, following (3.36), 
FR̃(μ,0)[cos(nθ)] = 0 if and only if

μ = μn ≜
n(n2 − 1)

R3
SMn

.

It was proved in [15,19] that μn is monotonically increasing in n for n ≥ 2. Therefore,

KerFR̃(μ,0) =
{

Span{cos(θ), cos(nθ)} if μ = μn, n ≥ 2;
Span{cos(θ)} if μ �= μn, n ≥ 2.

To ensure that KerFR̃(μ,0) has a dimension of one, thereby meeting requirement (II) of Theo
rem 2.2, we must exclude the case n = 1. Consequently, we work with the space X3+α

2 defined 
in (3.11). For any even integer n ≥ 2,

KerFR̃(μn,0) = Span{cos(nθ)},
ImFR̃(μn,0) = Span{1, cos(2θ), cos(4θ), · · · , cos((n − 2)θ), cos((n + 2)θ), · · · }, (3.37)

which meet the requirements (II) and (III) of Theorem 2.2. Finally, by differentiating (3.33) in 
μ, we obtain

FμR̃(μn,0)[1, cos(nθ)] = −Mn cos(nθ) / ∈ Im FR̃(μ0,0), (3.38)

which fulfills the last requirement of Theorem 2.2.
In summary, all the requirements of the Crandall-Rabinowitz Theorem (Theorem 2.2) are 

satisfied at (μn,0) for even integers n ≥ 2. Therefore, for each such n, (μn,0) is a bifurcation 
point of System (A), and the conclusions in Theorem 3.4 hold. □

Remark 3.5. The bifurcation result is actually valid for all integers n ≥ 2 not restricting to even 
n only. For any odd n ≥ 3, we may work with the Banach space

Ml+α = closure of the linear space spanned by {cos(jθ), j = 0,2,3,4,5, · · · } in Xl+α

and apply the Crandall-Rabinowitz theorem in a more delicate manner. The issue here is that 
F does not map Ml+3+α into Ml+α , but we could shift the center of the system to eliminate 
the mode n = 1 and make a modified mapping F̃ which maps Ml+3+α into Ml+α . In [36], the 
authors utilized group-theoretic methods by selecting appropriate isotropy subgroups to demon
strate that the bifurcation results are also valid for odd integers n ≥ 2. Although the results are 
derived in a 3-D context, similar methods could be applicable to the 2-D case. However, the 
details of the analysis, which involve complex computations, will not be discussed here.
13 
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4. The type of bifurcation points

By Theorem 3.4 and Remark 3.5, we know that, for every integer n ≥ 2, the bifurcating 
solution (μn(ε), R̃n(ε)) satisfies

F(μn(ε), R̃n(ε)) = 0,

(μn(0), R̃n(0)) = (μn,0),

R̃n(ε) = ε cos(nθ) + O(ε2).

In order to determine the type of the bifurcation, we need to compute μ′
n(0) by using (2.27). To 

do that, we need ε2-order expansion, and we formally write (without the subscript n):

σ(r, θ) = σS(r) + εσ1(r, θ) + ε2σ2(r, θ) + O(ε3), (4.1)

p̃(r, θ) = p̃S(r) + εp̃1(r, θ) + ε2p̃2(r, θ) + O(ε3), (4.2)

p∗(r, θ) = p̃S(r) + εp∗
1(r, θ) + ε2p∗

2(r, θ) + O(ε3). (4.3)

We also establish a refined formula for the mean curvature κ on of the free boundary.

Lemma 4.1. If ∂Ωε : r = RS + εS(θ), where S ∈ C2(Σ), then

κ

∣∣∣
r=RS+εS(θ)

= 1 
RS

− ε
S + Sθθ

R2
S

+ ε2 2SSθθ + S2 + 1
2S2

θ

R3
S

+ O(ε3). (4.4)

Proof. Using the mean curvature formula in the two-dimensional case for a curve r = ρ(θ):

κ = ρ2 + 2ρ2
θ − ρ · ρθθ

(ρ2 + ρ2
θ )3/2

= 1 + 2(
ρθ

ρ
)2 − ρθθ

ρ

ρ(1 + (
ρθ

ρ
)2)3/2 = 1 

ρ

(
1 + 2

(ρθ

ρ

)2 − ρθθ

ρ

)(
1 +

(ρθ

ρ

)2
)− 3

2

.

(4.5)

Taking ρ(θ) = RS + εS(θ), we have ρθ = εSθ and ρθθ = εSθθ . Then

1 
ρ

= 1 
RS + εS

= 1 
RS

− ε
S

R2
S

+ ε2 S2

R3
S

− ε3 S3

R4
S

+ O(ε4),

ρθ

ρ
= ε

Sθ

RS

− ε2 SSθ

R2
S

+ ε3 S2Sθ

R3
S

+ O(ε4),

(ρθ

ρ

)2 = ε2 S2
θ

R2
S

− ε3 2SS2
θ

R3
S

+ O(ε4),

ρθθ

ρ
= ε

Sθθ

RS

− ε2 SSθθ

R2
S

+ ε3 S2Sθθ

R3
S

+ O(ε4),

and
14 
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(
1 + 2

(ρθ

ρ

)2 − ρθθ

ρ

)
= 1 − ε

Sθθ

RS

+ ε2 2S2
θ + SSθθ

R2
S

− ε3 4SS2
θ + S2Sθθ

R3
S

+ O(ε4),

(
1 +

(ρθ

ρ

)2
)− 3

2 = 1 − 3

2

(ρθ

ρ

)2 + O(ε4) = 1 − ε2 3

2

S2
θ

R2
S

+ ε3 3SS2
θ

R3
S

+ O(ε4).

Putting these into (4.5), we obtain

κ =
(

1 
RS

− ε
S

R2
S

+ ε2 S2

R3
S

− ε3 S3

R4
S

+ O(ε4)

)(
1 − ε

Sθθ

RS

+ ε2 2S2
θ + SSθθ

R2
S

− ε3 4SS2
θ + S2Sθθ

R3
S

+ O(ε4)

)(
1 − ε2 3

2

S2
θ

R2
S

+ ε3 3SS2
θ

R3
S

+ O(ε4)

)

= 1 
RS

− ε
S + Sθθ

R2
S

+ ε2 2SSθθ + S2 + 1
2S2

θ

R3
S

− ε3 S3 + 3
2SS2

θ + 3S2Sθθ − 3
2S2

θ Sθθ

R4
S

+ O(ε4),

which gives the estimate (4.4). □

Given our focus on the type of bifurcation at a bifurcation point μ = μn, we will henceforth 
consider the special case where S(θ) = cos(nθ) and μ = μn for n ≥ 2, where μn is given in 
Theorem 3.4. Each cos(nθ) corresponds to a bifurcation branch emanating from (μn,0).

Substituting the refined expansion (4.1) into (3.1) and (3.3) and collecting the ε2-order terms, 
we derive the system for σ2:⎧⎪⎨⎪⎩

− Δσ2 + σ2 = 0 in BRS
,

σ2(RS, θ) = −1

2

∂2σS(RS)

∂r2 S2(θ) − ∂σ1(RS, θ)

∂r 
S(θ) on ∂BRS

.
(4.6)

Note that the general solution to the Poisson equation −Δu + u = 0 in a disk is given by

u(r, θ) =
∞ ∑

n=0 
AnIn(r) cos(nθ),

where the coefficients An are determined by the boundary condition. We will next simplify the 
boundary condition as specified in (4.6). Recall that when S(θ) = cos(nθ),

σ1(r, θ) = σ1,n(r) cos(nθ) = − I1(RS)In(r) 
I0(RS)In(RS)

cos(nθ), (4.7)

hence

∂σ1(RS, θ)

∂r 
= −

(I1(RS)In+1(RS)

I0(RS)In(RS) 
+ nI1(RS) 

RSI0(RS)

)
cos(nθ). (4.8)

By combining this with (2.14) and utilizing the formula of Mn in (3.34), we obtain
15 
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σ2(RS, θ) = −1

2

(
1 − I1(RS) 

RSI0(RS)

)
cos2(nθ) +

(I1(RS)In+1(RS)

I0(RS)In(RS) 
+ nI1(RS) 

RSI0(RS)

)
cos2(nθ)

=
(2n + 1

2 
I1(RS) 

RSI0(RS)
− 1

2
+ I1(RS)In+1(RS)

I0(RS)In(RS) 

)
cos2(nθ)

=
(1

2
+ 2n − 3

2 
I1(RS) 

RSI0(RS)
− Mn

)
cos2(nθ) ≜ M̃n cos2(nθ). (4.9)

Using the double-angle formula

cos2(nθ) = 1 + cos(2nθ)

2 
,

we find that the boundary term σ2(RS, θ) is a linear combination of 1 and cos(2nθ). There
fore, the solution to (4.6) should be a linear combination of I0(r) and I2n(r) cos(2nθ). With this 
insight, we solve (4.6) as

σ2(r, θ) = 
M̃n

2 
I0(r) 

I0(RS)
+ M̃n

2 
I2n(r) 

I2n(RS)
cos(2nθ). (4.10)

To facilitate subsequent calculations, it is necessary to compute the term ∂σ2(RS,θ)
∂r . We proceed 

with this computation as follows:

∂σ2(r, θ)

∂r 
= M̃n

2 
I1(r) 

I0(RS)
+ M̃n

2 

(I2n+1(r)

I2n(RS) 
+ 2nI2n(r) 

rI2n(RS)

)
cos(2nθ), (4.11)

hence

∂σ2(RS, θ)

∂r 
= M̃n

2 
I1(RS)

I0(RS)
+ M̃n

2 

(I2n+1(RS)

I2n(RS) 
+ 2n 

RS

)
cos(2nθ). (4.12)

In a similar manner, by substituting (4.2) and (4.3) into (3.6) and (3.7) and using Lemma 4.1, 
we obtain the following systems for p̃2 and p∗

2 :

⎧⎪⎨⎪⎩
− Δp̃2 = 0 in BRS

,

p̃2(RS, θ) = 2SSθθ + S2 + 1
2S2

θ

R3
S

− 1

2

∂2p̃S(RS)

∂r2 S2 − ∂p̃1(RS, θ)

∂r 
S on ∂BRS

,
(4.13)

⎧⎪⎨⎪⎩
− Δp∗

2 = σ2 in BRS
,

p̃2(RS, θ) = −1

2

∂2p∗
S(RS)

∂r2 S2 − ∂p∗
1(RS, θ)

∂r 
S on ∂BRS

.
(4.14)

When S(θ) = cos(nθ), it follows from Section 3 that
16 
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p̃1(r, θ) = p̃1,n(r) cos(nθ) = (n2 − 1)rn

Rn+2
S

cos(nθ), (4.15)

p∗
1(r, θ) = p∗

1,n(r) cos(nθ) =
(

− I1(RS)rn

Rn
SI0(RS)

+ I1(RS)In(r) 
I0(RS)In(RS)

)
cos(nθ), (4.16)

hence

∂p̃1(RS, θ)

∂r 
= n(n2 − 1)

R3
S

cos(nθ), (4.17)

∂p∗
1(RS, θ)

∂r 
= I1(RS)In+1(RS)

I0(RS)In(RS) 
cos(nθ). (4.18)

We first solve for p̃2. Substituting (2.15) and (4.17) into the boundary condition in the system 
(4.13) and using the following equations,

S2 = cos2(nθ) = 1

2

(
1 + cos(2nθ)

)
,

SSθθ = −n2 cos2(nθ) = −n2

2 

(
1 + cos(2nθ)

)
,

S2
θ = n2 sin2(nθ) = n2

2 

(
1 − cos(2nθ)

)
,

we simplify the boundary condition to:

p̃2(RS, θ) = 1 

R3
S

[(1

2
− 3n2

4 

)
+

(1

2
− 5n

4 

)
cos(2nθ)

]
− n(n2 − 1)

R3
S

1 + cos(2nθ)

2 

= 1 

R3
S

(1

2
− 3n2

4 
− n(n2 − 1)

2 

)
+ 1 

R3
S

(1

2
− 5n

4 
− n(n2 − 1)

2 

)
cos(2nθ).

(4.19)

We observe that the boundary condition is a linear combination of 1 and cos(2nθ). Recalling the 
general solution to the Laplace equation Δu = 0 in a disk is

u(r, θ) =
∞ ∑

n=0 
Bnr

n cos(nθ),

we note that the coefficients Bn are determined by the boundary condition (4.19). As a result, p̃2
is solved as

p̃2(r, θ) = 1 

R3
S

(1

2
− 3n2

4 
− n(n2 − 1)

2 

)
+ r2n

R2n+3
S

(1

2
− 5n

4 
− n(n2 − 1)

2 

)
cos(2nθ). (4.20)

Since the first part of (4.20) is a constant, it vanishes upon taking derivatives. Hence, we have

∂p̃2(RS, θ)

∂r 
= 2n 

R4

(1

2
− 5n

4 
− n(n2 − 1)

2 

)
cos(2nθ). (4.21)
S

17 
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Next, we proceed to solve for p∗
2 from the system (4.14). We observe that⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

Δ(p∗
2 + σ2) = 0 in BRS

,

(p∗
2 + σ2)(RS, θ)

= −1

2

(∂2p∗
S(RS)

∂r2 + ∂2σS(RS)

∂r2

)
S2 −

(∂p∗
1(RS, θ)

∂r 
+ ∂σ1(RS, θ)

∂r 

)
S on ∂BRS

,

(4.22)

where, by (2.14), (2.17), (4.8), and (4.18), the boundary condition can be simplified as

(p∗
2 + σ2)(RS, θ) = −1

2

I1(RS) 
RSI0(RS)

1 + cos(2nθ)

2 
+ nI1(RS) 

RSI0(RS)

1 + cos(2nθ)

2 

= 2n − 1

4 
I1(RS) 

RSI0(RS)
+ 2n − 1

4 
I1(RS) 

RSI0(RS)
cos(2nθ).

Reemploying the general solution of the Laplace equation, we have

p∗
2(r, θ) = 2n − 1

4 
I1(RS) 

RSI0(RS)
+ r2n

R2n
S

2n − 1

4 
I1(RS) 

RSI0(RS)
cos(2nθ) − σ2(r, θ), (4.23)

hence

∂p∗
2(RS, θ)

∂r 
= n(2n − 1)

2 
I1(RS) 

R2
SI0(RS)

cos(2nθ) − ∂σ2(RS, θ)

∂r 
, (4.24)

where ∂σ2(RS,θ)
∂r was computed in (4.12).

At this point, we shall rigorously establish the ε2-order expansion for σ and p in the case 
∂Ωε : r = RS + ε cos(nθ).

Lemma 4.2. Assume that (σ, p̃,p∗) is the solution to System (S) in the domain whose boundary 
is defined by ∂Ωε : r = RS + ε cos(nθ); (σ1, p̃1,p

∗
1) is the solution to the system (3.16) -- (3.18), 

and the explicit solutions σ1, p̃1, and p∗
1 are given in (4.7), (4.15), and (4.16), respectively; 

and σ2, p̃2, and p∗
2 are solutions to the systems (4.6), (4.13), and (4.14), respectively, and are 

explicitly given by (4.10), (4.20), and (4.23). Then,

‖σ − (σS + εσ1 + ε2σ2)‖C3+α(Ωε)
≤ C|ε|3, (4.25)∥∥(

p̃ + μp∗) − (
p̃S + μp∗

S + ε(p̃1 + μp∗
1) + ε2(p̃2 + μp∗

2)
)∥∥

C1+α(Ωε)
≤ C|ε|3. (4.26)

Proof. We first prove the estimate for σ . Note that σS , σ1, and σ2 are defined (by their explicit 
formulas) for all r > 0, and they satisfy the same elliptic equations −Δu + u = 0 for all r > 0. 
So, if we denote Ψ1 = σ − (σS + εσ1 + ε2σ2), then we have

−ΔΨ1 − Ψ1 = 0 in Ωε.

We then check the boundary condition, on ∂Ωε,
18 
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Ψ1

∣∣
∂Ωε

= σ − (σS + εσ1 + ε2σ2)
∣∣
r=RS+ε cos(nθ)

=1 − σS(RS) − ∂σS(RS)

∂r 
ε cos(nθ) − ∂2σS(RS)

∂r2 ε2 cos2(nθ) − εσ1(RS, θ)

− ε
σ1(RS, θ)

∂r 
ε cos(nθ) − ε2σ2(RS, θ) + O(ε3).

Using (2.3), (3.16), and (4.6), we find that all the lower-order terms cancel out, and Ψ1|∂Ωε =
O(ε3). Then the inequality (4.25) follows by applying the Schauder estimates on Ψ1.

The proof to (4.26) is similar. Let

Ψ2 = (
p̃ + μp∗) − (

p̃S + μp∗
S + ε(p̃1 + μp∗

1) + ε2(p̃2 + μp∗
2)

)
.

Combining (2.9), (2.10), (3.6), (3.7), (3.17), (3.18), (4.13), and (4.14), we obtain

−ΔΨ2 = μΨ1 in Ωε,

and on the boundary ∂Ωε, after canceling terms that arise from the Taylor series expansions,

Ψ2

∣∣∣
∂Ωε

=κ

∣∣∣
r=RS+ε cos(nθ)

− 1 
RS

− ε
(n2 − 1) cos(nθ)

R2
S

− ε2 (1 − 2n2) cos2(nθ) + n2

2 sin2(nθ)

R3
S

+ O(ε3).

By Lemma 4.1, Ψ2|∂Ωε = O(ε3) and the inequality (4.26) follows immediately from (4.25) and 
the Schauder theory. □

Based on Lemma 4.2, we are now able to compute the second-order Fréchet derivative FR̃R̃

in (2.27). By (3.9), we have

F(μ, ε cos(nθ)) =
(∂p̃

∂n 
+ μ

∂p∗

∂n 

)∣∣∣
r=RS+ε cos(nθ)

=
(
∇p̃ · �n + μ∇p∗ · �n

)∣∣∣
r=RS+ε cos(nθ)

, (4.27)

where, by (4.2),

∇p̃ · �n
∣∣∣
r=RS+ε cos(nθ)

=
(∂p̃

∂r 
�er + �eθ

RS + ε cos(nθ)

∂p̃

∂θ 

)
· 1 √

1 + ( −nε sin(nθ) 
RS+ε cos(nθ)

)2

(
�er − −nε sin(nθ)�eθ

RS + ε cos(nθ)

)

= ∂p̃S(RS)

∂r 
+ ε

(∂2p̃S(RS)

∂r2 cos(nθ) + ∂p̃1(RS, θ)

∂r 

)
+ ε2

(1

2

∂3p̃S(RS)

∂r3 cos2(nθ)

+ ∂2p̃1(RS, θ)

∂r2 cos(nθ) + 1 

R2

∂p̃S(RS, θ)

∂θ 
n sin(nθ)

)
+ ∂p̃2(RS, θ)

∂r 
+ O(ε3),

(4.28)
S
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and, by (4.3),

∇p∗ · �n
∣∣∣
r=RS+ε cos(nθ)

=
(∂p∗

∂r 
�er + �eθ

RS + ε cos(nθ)

∂p∗

∂θ 

)
· 1 √

1 + ( −nε sin(nθ) 
RS+ε cos(nθ)

)2

(
�er − −nε sin(nθ)�eθ

RS + ε cos(nθ)

)

= ∂p∗
S(RS)

∂r 
+ ε

(∂2p∗
S(RS)

∂r2 cos(nθ) + ∂p∗
1(RS, θ)

∂r 

)
+ ε2

(1

2

∂3p∗
S(RS)

∂r3 cos2(nθ)

+ ∂2p∗
1(RS, θ)

∂r2 cos(nθ) + 1 

R2
S

∂p∗
1(RS, θ)

∂θ 
n sin(nθ) + ∂p∗

2(RS, θ)

∂r 

)
+ O(ε3).

(4.29)

Hence,

F(μ, ε cos(nθ))

=
(∂p̃S(RS)

∂r 
+ μ

∂p∗
S(RS)

∂r 

)
+ ε

(∂2p̃S(RS)

∂r2 cos(nθ) + μ
∂2p∗

S(RS)

∂r2 cos(nθ)

+ ∂p̃1(RS, θ)

∂r 
+ μ

∂p∗
1(RS, θ)

∂r 

)
+ ε2

(1

2

∂3p̃S(RS)

∂r3 cos2(nθ) + μ

2 

∂3p∗
S(RS)

∂r3 cos2(nθ)

+ ∂2p̃1(RS, θ)

∂r2 cos(nθ) + μ
∂2p∗

1(RS, θ)

∂r2 cos(nθ) + 1 

R2
S

∂p̃1(RS, θ)

∂θ 
n sin(nθ)

+ μ 

R2
S

∂p∗
1(RS, θ)

∂θ 
n sin(nθ) + ∂p̃2(RS, θ)

∂r 
+ μ

∂p∗
2(RS, θ)

∂r 

)
+ O(ε3). (4.30)

On the other hand, since F(μ,0) = 0, Taylor series expansion gives

F(μ, ε cos(nθ)) = εFR̃(μ,0)[cos(nθ)] + ε2

2 
FR̃R̃(μ,0)[cos(nθ), cos(nθ)] + O(ε3). (4.31)

Comparing the ε2-order terms in (4.30) and (4.31), we obtain

FR̃R̃(μ,0)[cos(nθ), cos(nθ)]

= ∂3p̃S(RS)

∂r3 cos2(nθ) + μ
∂3p∗

S(RS)

∂r3 cos2(nθ) + 2
∂2p̃1(RS, θ)

∂r2 cos(nθ)

+ 2μ
∂2p∗

1(RS, θ)

∂r2 cos(nθ) + 2 

R2
S

∂p̃1(RS, θ)

∂θ 
n sin(nθ)

+ 2μ 

R2
S

∂p∗
1(RS, θ)

∂θ 
n sin(nθ) + 2

∂p̃2(RS, θ)

∂r 
+ 2μ

∂p∗
2(RS, θ)

∂r 
. (4.32)

In (2.27), l ∈ Y ∗ satisfies Ker l = ImFR̃(μn,0), where μn (n ≥ 2) are the bifurcation points 
derived in Section 3. By (3.37) and Remark 3.5, for every integer n ≥ 2,
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ImFR̃(μn,0) = Span{1, cos(θ), cos(2θ), · · · , cos((n − 1)θ), cos((n + 1)θ), · · · }.

Therefore, we can take l(s) = ∫ 2π

0 cos(nθ) sdθ which satisfies the requirement. Next, we proceed 
to compute the numerator and the denominator in formula (2.27).

We start by computing the denominator in (2.27). Using (3.38) and recalling the sign of Mn

in (3.36), we have

〈l,FμR̃(μn,0)[cos(nθ)]〉 =
2π ∫

0 

−Mn cos2(nθ) dθ = −Mnπ < 0. (4.33)

For the numerator in (2.27), we first use (4.15) and (4.16) to compute the partial derivatives 
with respect to θ :

∂p̃1(RS, θ)

∂θ 
= p̃1,n(RS)

( − n sin(nθ)
) = −n(n2 − 1)

R2
S

sin(nθ), (4.34)

∂p∗
1(RS, θ)

∂θ 
= p∗

1,n(RS)
( − n sin(nθ)

) =
(

− I1(RS)

I0(RS)
+ I1(RS)

I0(RS)

)( − n sin(nθ)
) = 0; (4.35)

and also the second-order r-derivative of p̃1 and p∗
1 :

∂2p̃1(RS, θ)

∂r2 = ∂2p̃1,n(RS)

∂r2 cos(nθ) = n(n − 1)(n2 − 1)

R4
S

cos(nθ) (4.36)

∂2p∗
1(RS, θ)

∂r2 = ∂2p∗
1,n(RS)

∂r2 cos(nθ) =
(I1(RS)

I0(RS)
− I1(RS)In+1(RS) 

RSI0(RS)In(RS)

)
cos(nθ). (4.37)

Now, substituting (2.15), (2.18), (4.21), (4.24), and (4.34) -- (4.37) all into (4.32) and using the 
double-angle formulas, we obtain

FR̃R̃(μ,0)[cos(nθ), cos(nθ)]

= μ
( 1 
RS

− (2 + R2
S)I1(RS)

R2
SI0(RS) 

)1 + cos(2nθ)

2 
+ 2n(n − 1)(n2 − 1)

R4
S

1 + cos(2nθ)

2 

+ 2μ
(I1(RS)

I0(RS)
− I1(RS)In+1(RS) 

RSI0(RS)In(RS)

)1 + cos(2nθ)

2 
− 2n2(n2 − 1)

R4
S

1 − cos(2nθ)

2 

+ 2n − 5n2 − 2n2(n2 − 1)

R4
S

cos(2nθ) + μ
n(2n − 1)I1(RS)

R2
SI0(RS) 

cos(2nθ)

− μM̃n

I1(RS)

I0(RS)
− μM̃n

(I2n+1(RS)

I2n(RS) 
+ 2n 

RS

)
cos(2nθ)

= (
I + μII

) + (
III + μIV

)
cos(2nθ),

(4.38)

where
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I = − n(n2 − 1)

R4
S

, III = −n(n2 − 1)

R4
S

+ 2n − 5n2

R4
S

,

II = 1 
RS

(1

2
− I1(RS) 

RSI0(RS)
− I1(RS)In+1(RS)

I0(RS)In(RS) 

)
+ I1(RS)

I0(RS)

(1

2
− M̃n

)
= 1 

RS

(
Mn − 1

2
+ I1(RS) 

RSI0(RS)

)
+ I1(RS)

I0(RS)

(1

2
− M̃n

)
,

and

IV = 1 
RS

(1

2
− I1(RS) 

RSI0(RS)
− I1(RS)In+1(RS)

I0(RS)In(RS) 

)
+ I1(RS)

I0(RS)

(1

2
+ n(2n − 1)

R2
S

)
− M̃n

(I2n+1(RS)

I2n(RS) 
+ 2n 

RS

)
= 1 

RS

(
Mn − 1

2
+ I1(RS) 

RSI0(RS)

)
+ I1(RS)

I0(RS)

(1

2
+ n(2n − 1)

R2
S

)
− M̃n

(I2n+1(RS)

I2n(RS) 
+ 2n 

RS

)
.

When μ = μn, it follows from (4.9), (3.26), and (2.8) that

μnMn = n(n2 − 1)

R3
S

and

μnM̃n = μn

2 
+ μn

2n − 3

2 
I1(RS) 

RSI0(RS)
− μnMn = μn

2 
+ (2n − 3)μnσ̃

4 
− n(n2 − 1)

R3
S

.

Hence, we obtain

I + μnII = μn

RS

(
− 1

2
+ σ̃

2 

)
+ μn

I1(RS)

I0(RS)

(1

2
− M̃n

)
,

and

III + μnIV = 2n − 5n2

R4
S

+ μn

RS

(
− 1

2
+ σ̃

2 

)
+ μn

I1(RS)

I0(RS)

(1

2
+ n(2n − 1)

R2
S

)
− μnM̃n

(I2n+1(RS)

I2n(RS) 
+ 2n 

RS

)
.

Note that we can express 1 and cos(2nθ) in terms of cos(nθ) and sin(nθ). More specifically, 
Equation (4.38) can be rewritten as
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FR̃R̃(μn,0)[cos(nθ), cos(nθ)]
= (

I + μnII
)(

cos2(nθ) + sin2(nθ)
) + (

III + μnIV
)(

cos2(nθ) − sin2(nθ)
)

= (
I + μnII + III + μnIV

)
cos2(nθ) + (

I + μnII − III − μnIV
)

sin2(nθ)

=
[2n − 5n2

R4
S

+ μn

RS

(
σ̃ − 1

) + μn

I1(RS)

I0(RS)

(
1 − M̃n + n(2n − 1)

R2
S

)
− μnM̃n

(I2n+1(RS)

I2n(RS) 

+ 2n 
RS

)]
cos2(nθ) +

[5n2 − 2n

R4
S

+ μn

I1(RS)

I0(RS)

(
− M̃n − n(2n − 1)

R2
S

)
+ μnM̃n

(I2n+1(RS)

I2n(RS) 

+ 2n 
RS

)] 1 
n2

( d cos(nθ)

dθ 

)2
.

This demonstrates that FR̃R̃(μn,0)[cos(nθ), cos(nθ)] is a bilinear function, which facilitates its 
use in computing FR̃R̃(μn,0)[cos(nθ),φ] in (2.28). However, for computational simplicity, it 
is more practical to directly use Equation (4.38) when calculating the numerator in (2.27). We 
notice that

FR̃R̃(μn,0)[cos(nθ), cos(nθ)]
= (

I + μnII
) + (

III + μnIV
)

cos(2nθ)

=
[μn

RS

(
− 1

2
+ σ̃

2 

)
+ μn

I1(RS)

I0(RS)

(1

2
− M̃n

)]
+

[2n − 5n2

R4
S

+ μn

RS

(
− 1

2
+ σ̃

2 

)
+ μn

I1(RS)

I0(RS)

(1

2
+ n(2n − 1)

R2
S

)
− μnM̃n

(I2n+1(RS)

I2n(RS) 
+ 2n 

RS

)]
cos(2nθ)

= Λ1 + Λ2 cos(2nθ)

(4.39)

is a linear combination of 1 and cos(2nθ). Since cos(nθ) is orthogonal to both 1 and cos(2nθ), 
it yields

〈l,FR̃R̃(μn,0)[cos(nθ), cos(nθ)]〉

=Λ1

2π ∫
0 

cos(nθ) dθ + Λ2

2π ∫
0 

cos(nθ) cos(2nθ) dθ = 0. (4.40)

Therefore, by combining (4.33) and (4.40) and applying Theorem 2.3, we find that μ′
n(0) = 0

for all n ≥ 2. We summarize our findings in the following theorem:

Theorem 4.3. Let Γ2,n = {(μn(ε), σn(ε, ·), p̃n(ε, ·),p∗
n(ε, ·), ∂Ωε,n) : |ε| 
 1} be the solution 

branch for System (A) obtained in Theorem 3.4, where n ≥ 2 is an integer. Then, μ′
n(0) = 0, and 

the bifurcation at (μn,0) is a pitchfork bifurcation.

5. Discussion

The bifurcation theory has been extensively developed for ODEs and PDEs within fixed do
mains. However, its application to free boundary problems remains largely unexplored. Although 
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Fig. 1. Contour plots of the boundaries for the two bifurcating solutions near μ = 8.6445 with ε = ±0.1 and RS = 2. 

most studies on free boundary tumor growth models have established the existence of symmetry
breaking bifurcations, they have not investigated the structure of these bifurcations. One of the 
primary challenges is the nonlinear decoupling of the free boundary, which makes the calculation 
of μ′(0) in (2.27) complicated.

In this paper, we first applied the Crandall-Rabinowitz Theorem to demonstrate the existence 
of bifurcations. It is important to note that, in the first requirement of the Crandall-Rabinowitz 
Theorem, the special solution should be independent of the bifurcation parameter. In our model, 
the radially symmetric stationary solution pS depends on the bifurcation parameter μ. To address 
this dependency, we introduced a decomposition of p as p = p̃ + μp∗ and refined the proof 
methodologies found in [9,14,19,21]. Moreover, we expanded the solution (σ, p̃,p∗) to O(ε2)

order and showed that μ′(0) = 0 at each bifurcation point. It indicates that all symmetry-breaking 
bifurcations established by the Crandall-Rabinowitz Theorem are pitchfork bifurcations.

We employed the numerical method described in [37] to compute bifurcation solutions within 
System (A). The discretization was set up with NR = 20 and Nθ = 32, and we focused on 
computing bifurcation solutions near the bifurcation point μ = μ2 ≈ 8.6445. For small values 
of ε, specifically ε = ±0.1 in the simulation, we observed two distinct bifurcation solutions: 
one corresponding to the positive value ε = 0.1 and the other to the negative value ε = −0.1. 
Fig. 1 exhibits contour plots of the boundaries for these two bifurcation solutions. Pitchfork 
bifurcations typically occur in systems with symmetry and exhibit symmetry in the bifurcation 
diagram. The presence of two bifurcation solutions around the same bifurcation point suggests a 
pitchfork bifurcation, which is consistent with our theoretical findings.

To further determine the direction of the pitchfork bifurcations, it is necessary to proceed to 
the next order, O(ε3), and determine the sign of μ′′(0) using (2.28). This task involves more 
complex and intricate calculations, so we leave it for our future investigation.
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Data availability

Data will be made available on request.

References

[1] B. Bazaliy, A. Friedman, Global existence and asymptotic stability for an elliptic-parabolic free boundary problem: 
an application to a model of tumor growth, Indiana Univ. Math. J. (2003) 1265--1304.

[2] B.V. Bazaliy, A. Friedman, A free boundary problem for an elliptic-parabolic system: application to a model of 
tumor growth, Commun. Partial Differ. Equ. 28 (2003) 517--560.

[3] S. Cui, J. Escher, Well-posedness and stability of a multi-dimensional tumor growth model, Arch. Ration. Mech. 
Anal. 191 (2009) 173--193.

[4] S. Cui, J. Escher, Bifurcation analysis of an elliptic free boundary problem modelling the growth of avascular 
tumors, SIAM J. Math. Anal. 39 (2007) 210--235.

[5] M.A. Fontelos, A. Friedman, Symmetry-breaking bifurcations of free boundary problems in three dimensions, 
Asymptot. Anal. 35 (2003) 187--206.

[6] A. Friedman, Mathematical analysis and challenges arising from models of tumor growth, Math. Models Methods 
Appl. Sci. 17 (2007) 1751--1772.

[7] A. Friedman, B. Hu, Bifurcation from stability to instability for a free boundary problem arising in a tumor model, 
Arch. Ration. Mech. Anal. 180 (2006) 293--330.

[8] A. Friedman, B. Hu, Asymptotic stability for a free boundary problem arising in a tumor model, J. Differ. Equ. 227 
(2006) 598--639.

[9] A. Friedman, B. Hu, Stability and instability of Liapunov-Schmidt and Hopf bifurcation for a free boundary problem 
arising in a tumor model, Trans. Am. Math. Soc. 360 (2008) 5291--5342.

[10] A. Friedman, F. Reitich, Analysis of a mathematical model for the growth of tumors, J. Math. Biol. 38 (1999) 
262--284.

[11] A. Friedman, F. Reitich, Symmetry-breaking bifurcation of analytic solutions to free boundary problems: an appli
cation to a model of tumor growth, Trans. Am. Math. Soc. 353 (2001) 1587--1634.

[12] M. Fontelos, A. Friedman, B. Hu, Mathematical analysis of a model for the initiation of angiogenesis, SIAM J. 
Math. Anal. 33 (2002) 1330--1355.

[13] A. Friedman, K.Y. Lam, Analysis of a free-boundary tumor model with angiogenesis, J. Differ. Equ. 259 (2015) 
7636--7661.

[14] Y. Huang, Z. Zhang, B. Hu, Bifurcation for a free-boundary tumor model with angiogenesis, Nonlinear Anal., Real 
World Appl. 35 (2017) 483--502.

[15] Y. Huang, Z. Zhang, B. Hu, Asymptotic stability for a free boundary tumor model with angiogenesis, J. Differ. Equ. 
270 (2021) 961--993.

[16] W. He, R. Xing, B. Hu, Linear stability analysis for a free boundary problem modeling multilayer tumor growth 
with time delay, SIAM J. Math. Anal. 54 (2022) 4238--4276.

[17] W. He, R. Xing, B. Hu, The linear stability for a free boundary problem modeling multilayer tumor growth with 
time delay, Math. Methods Appl. Sci. 45 (2022) 7096--7118.

[18] X.E. Zhao, B. Hu, The impact of time delay in a tumor model, Nonlinear Anal., Real World Appl. 51 (2020) 103015.
[19] X.E. Zhao, B. Hu, Symmetry-breaking bifurcation for a free-boundary tumor model with time delay, J. Differ. Equ. 

269 (2020) 1829--1862.
[20] S. Cui, Analysis of a mathematical model for the growth of tumors under the action of external inhibitors, J. Math. 

Biol. 44 (2002) 395--426.
[21] Z. Wang, Bifurcation for a free boundary problem modeling tumor growth with inhibitors, Nonlinear Anal., Real 

World Appl. 19 (2014) 45--53.
[22] A. Friedman, A multiscale tumor model, Interfaces Free Bound. 10 (2008) 245--262.
[23] A. Friedman, Free boundary problems associated with multiscale tumor models, Math. Model. Nat. Phenom. 4 

(2009) 134--155.
[24] A. Friedman, B. Hu, C.Y. Kao, Cell cycle control at the first restriction point and its effect on tissue growth, J. Math. 

Biol. 60 (2010) 881--907.
[25] S. Cui, A. Friedman, Analysis of a mathematical model of the growth of necrotic tumors, J. Math. Anal. Appl. 255 

(2001) 636--677.
[26] W. Hao, J.D. Hauenstein, B. Hu, Y. Liu, A.J. Sommese, Y.T. Zhang, Bifurcation for a free boundary problem 

modeling the growth of a tumor with a necrotic core, Nonlinear Anal., Real World Appl. 13 (2012) 694--709.
25 

http://refhub.elsevier.com/S0022-0396(25)00379-1/bibFA95238A3B1616580D681281E5E8B42Ds1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bibFA95238A3B1616580D681281E5E8B42Ds1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bib4EC4C2FB29932B4617A7770A35C840D7s1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bib4EC4C2FB29932B4617A7770A35C840D7s1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bibA7D409D8CFB33FB17176A8E9560B7608s1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bibA7D409D8CFB33FB17176A8E9560B7608s1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bibA5243FC3000A59DC092024650710E61Bs1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bibA5243FC3000A59DC092024650710E61Bs1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bibCDD97B5191743ABF6BEDCF4026B89ADDs1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bibCDD97B5191743ABF6BEDCF4026B89ADDs1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bib0D64041B3976F8C04E1B07D60EA58CE1s1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bib0D64041B3976F8C04E1B07D60EA58CE1s1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bib489FF9BAE179A08C234EA963B1434E9Fs1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bib489FF9BAE179A08C234EA963B1434E9Fs1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bibE1CF23B72644F5BD16332512DCC95059s1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bibE1CF23B72644F5BD16332512DCC95059s1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bib81C06B23D6069C8E34D0183DAB4823ABs1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bib81C06B23D6069C8E34D0183DAB4823ABs1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bib5704AF50592355577487EFD57703DAC2s1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bib5704AF50592355577487EFD57703DAC2s1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bibEC0EB0844F09FFC5C838B2762C262259s1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bibEC0EB0844F09FFC5C838B2762C262259s1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bib3C485AFC0641A813C4CEF715DED24F24s1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bib3C485AFC0641A813C4CEF715DED24F24s1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bib748FF4EA67D79BBD4E14C4A8A2ACC28Es1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bib748FF4EA67D79BBD4E14C4A8A2ACC28Es1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bib824FE8E08FC2D842940DB2A74C24F53Cs1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bib824FE8E08FC2D842940DB2A74C24F53Cs1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bib49677D8B7B1E9A579A8DA8C7D9E2DC3Cs1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bib49677D8B7B1E9A579A8DA8C7D9E2DC3Cs1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bibCA5DB13E1497F27DED63847469F4FBB5s1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bibCA5DB13E1497F27DED63847469F4FBB5s1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bibD765E58705BD7E0DE74EB9E9176E0288s1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bibD765E58705BD7E0DE74EB9E9176E0288s1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bib5C64DF1B8E0ECEFBCA07FE1743EB7811s1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bibC06737C903F45F997F6A3C3CD8490BA5s1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bibC06737C903F45F997F6A3C3CD8490BA5s1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bibDDFD12B2FA3F36E0118CD35F7795A498s1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bibDDFD12B2FA3F36E0118CD35F7795A498s1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bibDC4EC1762D96F023B98ECDD3AF56E278s1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bibDC4EC1762D96F023B98ECDD3AF56E278s1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bib0EF5D4E8210CCD8EDB3ED4919FA6C16Es1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bib6A1252516F04DABC8668BDEA8FC3547Fs1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bib6A1252516F04DABC8668BDEA8FC3547Fs1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bibBA5749F5033724A0348CA4D83E794CA5s1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bibBA5749F5033724A0348CA4D83E794CA5s1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bibF5EE33C669ACB3D5B8FB50FF10AF8AFCs1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bibF5EE33C669ACB3D5B8FB50FF10AF8AFCs1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bibE9E678B1958AD862152C2D3F757D963Fs1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bibE9E678B1958AD862152C2D3F757D963Fs1


X.E. Zhao and J. Shi Journal of Differential Equations 436 (2025) 113352 
[27] M.J. Lu, W. Hao, B. Hu, S. Li, Bifurcation analysis of a free boundary model of vascular tumor growth with a 
necrotic core and chemotaxis, J. Math. Biol. 86 (2023) 19.

[28] J.S. Lowengrub, H.B. Frieboes, F. Jim, Y.L. Chuang, X. Li, P. Macklin, S.M. Wise, V. Cristini, Nonlinear modelling 
of cancer: bridging the gap between cells and tumours, Nonlinearity 23 (2010) 1--91.

[29] W. Hao, J.D. Hauenstein, B. Hu, Y. Liu, A.J. Sommese, Y.T. Zhang, Continuation along bifurcation branches for a 
tumor model with a necrotic core, J. Sci. Comput. 53 (2012) 395--413.

[30] M.G. Crandall, P.H. Rabinowitz, Bifurcation from simple eigenvalues, J. Funct. Anal. 8 (1971) 321--340.
[31] P. Liu, J. Shi, Y. Wang, Imperfect transcritical and pitchfork bifurcations, J. Funct. Anal. 251 (2007) 573--600.
[32] L. Nirenberg, Topics in Nonlinear Functional Analysis, vol. 6, American Mathematical Soc., 1974.
[33] J. Shi, Persistence and bifurcation of degenerate solutions, J. Funct. Anal. 169 (1999) 494--531.
[34] X.E. Zhao, W. Hao, B. Hu, Convergence analysis of neural networks for solving a free boundary problem, Comput. 

Math. Appl. 93 (2021) 144--155.
[35] Y. Huang, Z. Zhang, B. Hu, Linear stability for a free boundary tumor model with a periodic supply of external 

nutrients, Math. Methods Appl. Sci. 42 (2019) 1039--1054.
[36] H. Pan, R. Xing, Symmetry-breaking bifurcations for free boundary problems modeling tumor growth, Topol. Meth

ods Nonlinear Anal. 60 (2022) 387--412.
[37] W. Hao, J.D. Hauenstein, B. Hu, A.J. Sommese, A three-dimensional steady-state tumor system, Appl. Math. Com

put. 218 (2011) 2661--2669.
26 

http://refhub.elsevier.com/S0022-0396(25)00379-1/bib6F9FE89009CB851E8CEB5258761E5272s1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bib6F9FE89009CB851E8CEB5258761E5272s1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bib4379CADEC5F2204EB34A2C2EDFE050F0s1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bib4379CADEC5F2204EB34A2C2EDFE050F0s1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bib391BAB8EF7A9865A91E11AD114DB46F0s1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bib391BAB8EF7A9865A91E11AD114DB46F0s1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bib084D2E6BD26E76ED39ED3D091823AA74s1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bib758AE5EB65FCE60BAE1F5F2759FD7584s1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bibB8F5FCD313B1B4D481B8215097E3D40As1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bib883F95343EF77AF050A0101C8772EFE5s1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bibAEF74D58EB90B91CC2CA19F15BF52BEFs1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bibAEF74D58EB90B91CC2CA19F15BF52BEFs1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bib8FEEC29D5660CE255E19EF4EA61E766Es1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bib8FEEC29D5660CE255E19EF4EA61E766Es1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bibB5DC8258F0C61F75C37E979E7A1BF012s1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bibB5DC8258F0C61F75C37E979E7A1BF012s1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bib142213FA6461C3E94A908AAED948EBFAs1
http://refhub.elsevier.com/S0022-0396(25)00379-1/bib142213FA6461C3E94A908AAED948EBFAs1

	On determination of the bifurcation type for a free boundary problem modeling tumor growth
	1 Introduction
	2 Preliminaries
	2.1 Radially symmetric stationary solution
	2.2 Properties of Bessel functions
	2.3 Bifurcation theory

	3 The existence of bifurcation branches
	4 The type of bifurcation points
	5 Discussion
	Data availability
	References


