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Abstract
The global asymptotic behavior of the classical diffusive Lotka–Volterra competition model
with stage structure is studied. A complete classification of the global dynamics is given for
the weak competition case. It is shown that under otherwise same conditions, the species
with shorter maturation time prevails. The method is also applied to the global dynamics of
another competition models with time delays.

Mathematics Subject Classification 35K57 · 35K51 · 37N25 · 92D25

1 Introduction

The competition for natural resource regulates the growth of biological populations, and
it leads to density dependent and bounded population growth. Moreover two species com-
peting for the same limiting resource often cannot coexist, which is the phenomenon of
competition exclusion [7,32]. Lotka–Volterra model has been used to describe the competi-
tion for resource, and it predicts the competition exclusion to occur in the weak competition
case [20,33]. On the other hand, spatial heterogeneity of the environment can change or
determine the outcome of the competition, and the dynamical behaviors of spatially explicit
mathematical models could explain, to certain extent, the ecological complexity of ecosys-
tems [17].
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One of the prototypical mathematical models to describe competition for resource in
spatially heterogeneous environment is the following diffusive Lotka–Volterra competition
system:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂U

∂t
= d1�U +U (m1(x) −U − cV ) , x ∈ �, t > 0,

∂V

∂t
= d2�V + V (m2(x) − bU − V ) , x ∈ �, t > 0,

∂U

∂n
= ∂V

∂n
= 0, x ∈ ∂�, t > 0,

U (x, 0) = U0(x) ≥ 0, V (x, 0) = V0(x) ≥ 0, x ∈ �.

(1.1)

Here U (x, t) and V (x, t) are the population densities of two competing species at location
x and time t respectively; � is a bounded domain in RN with a smooth boundary ∂�, and n
is the outward unit normal vector on ∂�; d1, d2 > 0 are the diffusion coefficients of species
U and V , respectively; the functions m1(x) and m2(x) represent the intrinsic growth rates
of species U and V at location x respectively, and they can also be interpreted as resource
available toU and V ; and the parameters b, c > 0 account for the inter-specific competition.
The no-flux boundary conditions are imposed on the boundary, which means that the habitat
is closed and individuals cannot move in or out through the boundary.

It is well known that that system (1.1) has only two semitrivial steady states
(
θd1,m1 , 0

)

and
(
0, θd2,m2

)
(see [4]) under the following assumption:

(M+) mi (x) ∈ Cα(�), for α ∈ (0, 1), and mi (x) > 0 on � for i = 1, 2.

For the special case that m1(x) = m2(x) = m(x) > 0(�≡ const), the results on model (1.1)
could be summarized as follows. If b = c = 1, Dockey et al. [6] showed that the semitrivial
steady state

(
θd1,m1 , 0

)
is globally asymptotically stable if d1 < d2. That is, “the slower

diffuser always wins”. If b, c < 1 (the weak competition case), Lou [21] showed that in a
parameter region of (b, c), the semitrivial steady state (θd1,m1 , 0) is globally asymptotically
stable if it is linearly stable. Lam and Ni [16] showed that in a more genreal parameter
region of (b, c), either (θd1,m1 , 0) is globally asymptotically stable, or (1.1) has a unique
coexistence steady state which is globally asymptotically stable. Finally He and Ni [11] gave
a complete classification on the global dynamics of model (1.1) for the parameter region
satisfying 0 < bc ≤ 1 and all d1, d2 > 0: either one of the two semitrivial steady states is
globally asymptotically stable, or there exists a unique positive steady state which is globally
asymptotically stable, or there exists a compact global attractorwhich consists of a continuum
of steady states. Their results also hold for the case thatm1(x) �≡ m2(x) (see Sect. 2 for more
precise results). We remark that the results on the dynamics of model (1.1) could also be
found in [9,10,12,13], and see [22–25,36–39] for the dynamics of competition models in the
advective environment.

For some biological species, the time from the birth to maturation may have impor-
tant effect on the population dynamics, and it should be included in the modeling process.
Considering the maturation time of species U and V , we propose the following diffusive
Lotka–Volterra competition model with time-delays:
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⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂U

∂t
= d1�U + e−γ1τ1m1(x)U (x, t − τ1) −U 2 − cUV , x ∈ �, t > 0,

∂V

∂t
= d2�V + e−γ2τ2m2(x)V (x, t − τ2) − bUV − V 2, x ∈ �, t > 0,

∂U

∂n
= ∂V

∂n
= 0, x ∈ ∂�, t > 0,

U (x, t) = U0(x, t) ≥ 0, x ∈ �, t ∈ [−τ1, 0],
V (x, t) = V0(x, t) ≥ 0, x ∈ �, t ∈ [−τ2, 0].

(1.2)

Here τ1 and τ2 represent the maturation periods ofU and V , respectively, γ1 and γ2 represent
the death rates of the immature species of U and V , respectively, and other parameters have
the same meanings as those in model (1.1). We remark that if τ1 = τ2 = 0, then model (1.2)
is reduced to (1.1). Indeed in [1,2], a similar model was constructed for � = (−∞,∞) and
mi (x) are constant for i = 1, 2, and they studied the existence of the traveling wave front
solutions.

The derivation of model (1.2) starts from the standard age-structured population model
(see [1,27,30]), and the details for the unbounded domain could be found in [1]. Here we
include it for the sake of completeness. Let u(x, t, a) be the density of a species of age a at
space x and time t , and τ be the maturation period. Assume that u satisfies the age-structured
population model:

⎧
⎪⎪⎨

⎪⎪⎩

∂u

∂t
+ ∂u

∂a
= d̃

∂2u

∂x2
− γ u, x ∈ �, t > 0, 0 < a < τ,

∂u

∂n
= 0, x ∈ ∂�, t > 0, 0 < a < τ,

and the mature species um(x, t) :=
∫ ∞

τ

u(x, t, a)da satisfies

⎧
⎪⎪⎨

⎪⎪⎩

∂um
∂t

= d
∂2um
∂x2

+ u(x, t, τ ) − u2m, x ∈ �, t > 0,

∂um
∂n

= 0, x ∈ ∂�, t > 0,

with u(x, t, 0) = m(x)um(x, t). Here d and d̃ are the diffusion coefficients of the mature
and immature species, respectively, γ is the mortality rate of the immature species, m(x) is
the intrinsic growth rate of the mature species at space x , and u(x, t, τ ) is the mature adult
recruitment term. Then

u(x, t, τ ) = e−γ τ

∫

�

G(x, y, d̃, τ )m(y)um(y, t − τ)dy,

where the Green’s function G(x, y, d̃, t) satisfies

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

∂G

∂t
= d̃

∂2G

∂ y2
, y ∈ �, t > 0,

∂G

∂n
= 0, y ∈ ∂�, t > 0,

G(x, y, d̃, 0) = δ(x − y), y ∈ �.
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For one dimensional domain � = (0, L), one can calculate that

G(x, y, d̃, t) = 1

L
+ 2

L

∞∑

n=1

e− n2π2

L2
d̃t cos

nπx

L
cos

nπ y

L
. (1.3)

Consequently, the mature species um(x, t) satisfies

⎧
⎪⎨

⎪⎩

∂um
∂t

= d
∂2um
∂x2

+ e−γ τ

∫

�

G(x, y, d̃, τ )m(y)um(y, t − τ)dy − u2m, x ∈ �, t > 0,

∂um
∂n

= 0, x ∈ ∂�, t > 0.

Then for two competing species U and V , one could obtain the following two species com-
peting model with age structure

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂U

∂t
= d1�U + e−γ1τ1

∫

�

G(x, y, d̃1, τ1)m1(y)U (y, t − τ1)dy

−U 2 − cUV , x ∈ �, t > 0,
∂V

∂t
= d2�V + e−γ2τ2

∫

�

G(x, y, d̃2, τ2)m2(y)V (y, t − τ2)dy

−bUV − V 2, x ∈ �, t > 0,
∂U

∂n
= ∂V

∂n
= 0, x ∈ ∂�, t > 0,

U (x, t) = U0(x, t) ≥ 0, x ∈ �, t ∈ [−τ1, 0],
V (x, t) = V0(x, t) ≥ 0, x ∈ �, t ∈ [−τ2, 0].

(1.4)

Note that G(x, y, d̃, τ ) = δ(x − y) for d̃ = 0, see Eq. (1.3) for the one dimensional case.
Therefore, model (1.4) can be approximated by model (1.2) if the diffusion rates of the
immature species of U and V are small (d̃1 and d̃2 are small).

In [35], Yan and Guo considered the dynamics of the competition model with stage
structure and spatial heterogeneity, and investigated model (1.2) for the case of τ1 > 0 and
τ2 = 0. They showed that one of the semitrivial steady states can be globally asymptotically
stable under certain conditions, and the global stability of the positive steady state could be
obtained if there exists a pair of upper and lower solutions. In this paper, we show that, for
0 < bc ≤ 1, the global dynamics ofmodel (1.2) can be completely classified as the non-delay
case [11]: either one of the two semitrivial steady states is globally asymptotically stable, or
there exists a unique positive steady state which is globally asymptotically stable, or there
exists a compact global attractor which consists of a continuum of steady states.

The rest of the paper is organized as follows. In Sect. 2, we give some preliminaries. In
Sect. 3, we obtain the global dynamics of model (1.2) for 0 < bc ≤ 1. In Sect. 4, we apply
the obtained results in Sect. 3 to two concrete examples and show the effect of time delays.
Moreover, we find that the method for model (1.2) can also be applied to another delayed
competition model. Throughout the paper, we denote

� = {
(d1, d2, τ1, τ2, γ1, γ2) ∈ (R)6 : d1, d2 > 0, τ1, τ2, γ1, γ2 ≥ 0

}
,

Y = C(�,R), Ei = C([−τi , 0], Y )(i = 1, 2), and E = E1 × E2. Here Ei = Y if
τi = 0(i = 1, 2). Moreover, we denote R

+ = {x ∈ R : x ≥ 0}, Y+ = C(�,R+),
E+
i = C([−τi , 0], Y+)(i = 1, 2), and E+ = E+

1 × E+
2 .
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2 Some preliminaries

In this section, we summarize some existing results in [11] for the following model:
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂U

∂t
= d1�U + e−γ1τ1m1(x)U −U 2 − cUV , x ∈ �, t > 0,

∂V

∂t
= d2�V + e−γ2τ2m2(x)V − bUV − V 2, x ∈ �, t > 0,

∂U

∂n
= ∂V

∂n
= 0, x ∈ ∂�, t > 0,

U (x, 0) = U0(x) ≥ 0, V (x, 0) = V0(x) ≥ 0, x ∈ �.

(2.1)

Clearly, under assumption (M+), system (2.1) has two semitrivial steady states
(
θd1,τ1,γ1,m1 , 0

)
and

(
0, θd2,τ2,γ2,m2

)
,

where θdi ,τi ,γi ,mi satisfies the equation
⎧
⎨

⎩

di�θ + e−γi τi mi (x)θ − θ2 = 0, x ∈ �,
∂θ

∂n
= 0, x ∈ ∂�.

(2.2)

Denote by μ1(d, w) the principal eigenvalue of the eigenvalue problem
⎧
⎨

⎩

d�φ + w(x)φ = μφ, x ∈ �,
∂φ

∂n
= 0, x ∈ ∂�.

(2.3)

Then
(
θd1,τ1,γ1,m1 , 0

)
is linearly stable with respect to (2.1) if

μ1
(
d2, e

−γ2τ2m2 − bθd1,τ1,γ1,m1

)
< 0,

is linearly unstable if

μ1
(
d2, e

−γ2τ2m2 − bθd1,τ1,γ1,m1

)
> 0,

and is neutrally stable if

μ1
(
d2, e

−γ2τ2m2 − bθd1,τ1,γ1,m1

) = 0.

Similarly, the linear stability of
(
0, θd2,τ2,γ2,m2

)
with respect to (2.1) is also determined by

the sign of

μ1
(
d1, e

−γ1τ1m1 − cθd2,τ2,γ2,m2

)
.

For fixed b, c > 0, define

Su := {(d1, d2, τ1, τ2, γ1, γ2) ∈ � : μ1
(
d2, e

−γ2τ2m2 − bθd1,τ1,γ1,m1

)
< 0},

Sv := {(d1, d2, τ1, τ2, γ1, γ2) ∈ � : μ1
(
d1, e

−γ1τ1m1 − cθd2,τ2,γ2,m2

)
< 0},

S− := {(d1, d2, τ1, τ2, γ1, γ2) ∈ � : μ1
(
d2, e

−γ2τ2m2 − bθd1,τ1,γ1,m1

)
> 0,

and μ1
(
d1, e

−γ1τ1m1 − cθd2,τ2,γ2,m2

)
> 0},

Su,0 := {(d1, d2, τ1, τ2, γ1, γ2) ∈ � : μ1
(
d2, e

−γ2τ2m2 − bθd1,τ1,γ1,m1

) = 0},
Sv,0 := {(d1, d2, τ1, τ2, γ1, γ2) ∈ � : μ1

(
d1, e

−γ1τ1m1 − cθd2,τ2,γ2,m2

) = 0},
S0,0 := {(d1, d2, τ1, τ2, γ1, γ2) ∈ � : μ1

(
d2, e

−γ2τ2m2 − bθd1,τ1,γ1,m1

)

= μ1
(
d1, e

−γ1τ1m1 − cθd2,τ2,γ2,m2

) = 0}.

(2.4)
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Then, we cite two main results in [11] as follows.

Lemma 2.1 [11, p. 23] Assume that mi (x) satisfies assumption (M+) for i = 1, 2, and
0 < bc ≤ 1. Then for any (d1, d2, τ1, τ2, γ1, γ2) ∈ �\S0,0, every positive steady state of
system (2.1) is linearly stable if exists.

Lemma 2.2 [11, Theorem 1.3] Assume that mi (x) satisfies assumption (M+) for i = 1, 2,
and 0 < bc ≤ 1. Then we have the following mutually disjoint decomposition of �:

� = (
Su ∪ Su,0\S0,0

) ∪ (
Sv ∪ Sv,0\S0,0

) ∪ S− ∪ S0,0.

Moreover, the following statements hold for model (2.1):

(i) For any (d1, d2, τ1, τ2, γ1, γ2) ∈ (Su ∪ Su,0)\S0,0,
(
θd1,τ1,γ1,m1 , 0

)
is globally asymptot-

ically stable.
(ii) For any (d1, d2, τ1, τ2, γ1, γ2) ∈ (Sv ∪ Sv,0)\S0,0,

(
0, θd2,τ2,γ2,m2

)
is globally asymptot-

ically stable.
(iii) For any (d1, d2, τ1, τ2, γ1, γ2) ∈ S−, model (2.1) has a unique positive steady state,

which is globally asymptotically stable.
(iv) For any (d1, d2, τ1, τ2, γ1, γ2) ∈ S0,0, θd1,τ1,γ1,m1 ≡ cθd2,τ2,γ2,m2 , and model (2.1) has a

compact global attractor consisting of a continuum of steady states
{(

ρθd1,τ1,γ1,m1 , (1 − ρ)θd1,τ1,γ1,m1/c
) : ρ ∈ (0, 1)

}
.

3 Global dynamics

In this section, we give a complete classification of the global dynamics of model (1.2),
and our approach is motivated by the ones in [11]. We first consider the eigenvalue problem
associated with a positive steady state of (1.2). Let (u, v) be a positive steady state of system
(1.2). Linearizing system (1.2) at (u, v), we obtain the following eigenvalue problem

⎧
⎪⎪⎨

⎪⎪⎩

λφ1 = d1�φ1 + e−γ1τ1−λτ1m1(x)φ1 − (2u + cv)φ1 − cuφ2, x ∈ �,

λφ2 = d2�φ2 + e−γ2τ2−λτ2m2(x)φ2 − (bu + 2v)φ2 − bvφ1, x ∈ �,
∂φ1

∂n
= ∂φ2

∂n
= 0, x ∈ ∂�.

(3.1)

Then (u, v) is linearly stable if all the eigenvalues of problem (3.1) have negative real parts.
By virtue of the transformation ψ1 = φ1 and ψ2 = −φ2, the eigenvalue problem (3.1) is
equivalent to

⎧
⎪⎪⎨

⎪⎪⎩

λψ1 = d1�ψ1 + e−γ1τ1−λτ1m1(x)ψ1 − (2u + cv)ψ1 + cuψ2, x ∈ �,

λψ2 = d2�ψ2 + e−γ2τ2−λτ2m2(x)ψ2 − (bu + 2v)ψ2 + bvψ1, x ∈ �,
∂ψ1

∂n
= ∂ψ2

∂n
= 0, x ∈ ∂�.

(3.2)

Denote by λ1 the principal eigenvalue of the following eigenvalue problem
⎧
⎪⎪⎨

⎪⎪⎩

λψ1 = d1�ψ1 + e−γ1τ1m1(x)ψ1 − (2u + cv)ψ1 + cuψ2, x ∈ �,

λψ2 = d2�ψ2 + e−γ2τ2m2(x)ψ2 − (bu + 2v)ψ2 + bvψ1, x ∈ �,
∂ψ1

∂n
= ∂ψ2

∂n
= 0, x ∈ ∂�.

(3.3)
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Then we show that the eigenvalue problem (3.1) [or equivalently, (3.2)] also has a principal
eigenvalue λ̃1, which has the same sign as λ1. We say that λ is a principal eigenvalue of
problem problem (3.3) [or respectively, (3.2)] if (3.3) [or respectively, (3.2)] has a solution
(ψ1, ψ2) > (0, 0). Clearly,

λ1 = sup{Reλ : λ is an eigenvalue of (3.3)},
and any eigenvalue λ of (3.3) with λ �= λ1 satisfies Reλ < λ1.

The following result asserts the existence of principal eigenvalue for the eigenvalue prob-
lem (3.2), and the method that we use here for the proof is motivated by [31].

Theorem 3.1 Assume that mi (x) satisfies assumption (M+) for i = 1, 2, d1, d2 > 0, and
τ1, τ2, γ1, γ2 ≥ 0. Then there exists a principal eigenvalue λ̃1 of (3.2) with an associated
eigenfunction (ψ1, ψ2) > (0, 0). Furthermore,

(i) λ̃1 = sup{Reλ : λ is an eigenvalue of (3.2)},
(ii) λ̃1 is simple and has the same sign as λ1, where λ1 is the principlal eigenvalue of (3.3),
(iii) any eigenvalue λ̂ of (3.2) with λ̂ �= λ̃1 satisfies Reλ̂ < λ̃1.

Proof If τ1 = τ2 = 0, then the eigenvalue problem (3.2) is reduced to (3.3). Therefore, we
only need to consider the case that at least one of τ1 and τ2 is positive. Define L = (L1, L2) :
E → Y × Y by

L1(ψ1, ψ2) = e−γ1τ1m1(x)ψ1(−τ1) + cuψ2(0),

L2(ψ1, ψ2) = e−γ2τ2m2(x)ψ2(−τ2) + bvψ1(0), (ψ1, ψ2) ∈ E,
(3.4)

and B = (B1, B2) : D(B) ⊂ Y × Y → Y × Y by

B1(φ1, φ2) = d1�φ1 − (2u + cv)φ1,

B2(φ1, φ2) = d2�φ2 − (bu + 2v)φ2, (φ1, φ2) ∈ D(B).
(3.5)

Clearly, the linear operator L is positive, i.e., L(E+) ⊂ Y+ × Y+. On the other hand,
the linear operator B generates a compact and analytic semigroup T (t) on Y × Y , and
T (t) : Y × Y → Y × Y is also positive. Let U (t) : E → E be the solution semiflow
associated with the abstract delayed linear equation

⎧
⎨

⎩

dV (t)

dt
= BV (t) + LVt , t > 0,

V (0) = �0 = (ψ0,1, ψ0,2) ∈ E,
(3.6)

where Vt = (v1(x, t + θ1), v2(x, t + θ2)) for θi ∈ [−τi , 0], and i = 1, 2 and let AU be its
generator. Let V (x, t, �0) = (v1(x, t, �0), v2(x, t, �0)) be the solution of (3.6) with initial
value �0 = (ψ0,1, ψ0,2) ∈ E . Then U (t)�0 = (v1(x, t + θ1, �0), v2(x, t + θ2, �0)) ∈ E ,
where θi ∈ [−τi , 0] for i = 1, 2.

We divide the following proof into several steps.
Step 1. We show that U (t) is positive, i.e., U (t)(E+) ⊂ E+.

For convenience, we use V (x, t) and vi (x, t) (i = 1, 2) to denote V (x, t, �0) and
vi (x, t, �0) (i = 1, 2). Denote

τ̃ := min{τ1, τ2}. (3.7)

123



   33 Page 8 of 19 S. Chen, J. Shi

If τ̃ > 0, then V (x, t) satisfies that, for t ∈ (0, τ̃ ),
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂v1

∂t
− d1�v1 + (2u + cv)v1 − cuv2

= e−γ1τ1m1(x)ψ0,1(x, t − τ1) ≥ 0, x ∈ �,
∂v2

∂t
− d2�v2 + (bu + 2v)v2 − bv

v1 = e−γ2τ2m2(x)ψ0,2(x, t − τ2) ≥ 0, x ∈ �,
∂v1

∂n
= ∂v2

∂n
= 0, x ∈ ∂�.

(3.8)

It follows from the comparison principle (see e.g. [29, Theorem 7.2.5]) that vi (x, t) ≥ 0 for
(x, t) ∈ � × [0, τ̃ ] and i = 1, 2. By the method of step, we obtain that

vi (x, t) ≥ 0 for (x, t) ∈ � × [0,∞) and i = 1, 2, (3.9)

which implies that U (t)(E+) ⊂ E+. If τ̃ = 0, then τ1 = 0 or τ2 = 0. We only need to
prove the case that τ1 > 0 and τ2 = 0, and the other case could be proved similarly. Then,
for t ∈ (0, τ1], V (x, t) satisfies that

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂v1

∂t
− d1�v1 + (2u + cv)v1 − cuv2

= e−γ1τ1m1(x)ψ0,1(x, t − τ1) ≥ 0, x ∈ �,

∂v2

∂t
− d2�v2 + [bu + 2v − m2(x)]v2 − bvv1 ≥ 0, x ∈ �,

∂v1

∂n
= ∂v2

∂n
= 0, x ∈ ∂�.

(3.10)

Similarly, we see from the comparison principle that vi (x, t) ≥ 0 for (x, t) ∈ � × [0, τ1]
and i = 1, 2. Then, by the method of step, we also obtain that U (t)(E+) ⊂ E+ in this case.
Step 2. Next we show that U (t) is eventually strongly positive, i.e., there exists t∗ > 0 such
that U (t)(E+\{0}) ⊂ int(E+) for any t > t∗. Here

{0} = {(ψ1(x, θ1), ψ2(x, θ2)) ∈ E : ψi (x, θi ) ≡ 0 for i = 1, 2},
int(E+) = {(φ1, φ2) ∈ E : φi (x, θi ) > 0 for x ∈ �, θi ∈ [−τi , 0], i = 1, 2}.

Noticing that if
(
ψ0,1(x, θ1), ψ0,2(x, θ2)

) ∈ E+\{0}, (3.11)

we have ψ0,1(x, θ1) �≡ 0 or ψ0,2(x, θ2) �≡ 0. We only need to consider the case that
ψ0,1(x, θ1) �≡ 0, and the other case could be proved similarly. If ψ0,1(x, θ1) �≡ 0 and
τ1 = 0, then it follows from the comparison principle that v1(x, t) > 0 for x ∈ � and
t > τ1 = 0. If ψ0,1(x, θ1) �≡ 0 and τ1 > 0, then there exists (x0, θ0) ∈ � × (0, τ1) such that
ψ0,1(x0,−θ0) > 0.We claim that v1(x, τ1−θ0) �≡ 0. If it is not true, then v1(x, τ1−θ0) ≡ 0.
This, combined with the first equation of (3.8), implies that

∂v1

∂t
(x0, τ1 − θ0) = e−γ1τ1m1(x)ψ0,1(x0,−θ0) + cuv2(x0, τ1 − θ0) > 0. (3.12)

Note that v1(x, t) ≥ 0 for (x, t) ∈ � × [0,∞) and v1(x0, τ1 − θ0) = 0. It follows that
∂v1

∂t
(x0, τ1 − θ0) = 0, which contradicts (3.12). Then, v1(x, τ1 − θ0) �≡ 0. This, combined
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with the comparison principle, implies that v1(x, t) > 0 for x ∈ � and t > τ1−θ0. Therefore,
v1(x, t) > 0 for x ∈ � and t > τ1. Then, for t > τ1, v2(x, t) satisfies

⎧
⎪⎨

⎪⎩

∂v2

∂t
− d2�v2 + (bu + 2v)v2 ≥ bvv1 > 0, x ∈ �,

∂v2

∂n
= 0, x ∈ ∂�.

Similarly, we see from the comparison principle that v2(x, t) > 0 for x ∈ � and t > τ1.
Note thatU (t)�0 = Vt (�0), where Vt (�0) = (v1(x, t +θ1), v2(x, t +θ2)) for θi ∈ [−τi , 0]
and i = 1, 2. It follows that U (t)(E+\{0}) ⊂ int(E+) for any t > 2τ1 + 2τ2.
Step 3. Denote s(AU ) := sup{Reλ : λ ∈ σ(AU )}. We prove that s(AU ) is a simple eigen-
value of (3.2) with a positive eigenfunction, and s(AU ) has the same sign as the spectral
bound s(B + L0) = λ1.

Since U (t) is positive, it follows from [15, Section 2] that s(AU ) is a spectral value of
AU . Define a operator Lλ : Y × Y → Y × Y by

Lλ (φ1, φ2) = L
(
φ1e

λθ1 , φ2e
λθ2

)
, θi ∈ [−τi , 0], i = 1, 2.

Then, from [15, Section 4], we see that s(AU ) has the same sign as the spectral bound
s(B + L0) = λ1. From [34, Chapter 3], we see that λ ∈ σp(AU ) if and only if λ is an
eigenvalue of problem (3.2), and the corresponding eigenfunction of AU with respect to
λ is (ψ1eλθ1 , ψ2eλθ2) where θi ∈ [−τi , 0] for i = 1, 2 and (ψ1, ψ2) is the corresponding
eigenfunction of (3.2) with respect to λ. Therefore, we only need to show that s(AU ) ∈
σp(AU ) and the associated eigenfunction (ψ s

1e
s(AU )θ1 , ψ s

2e
s(AU )θ2) where θi ∈ [−τi , 0],

i = 1, 2, is strongly positive, i.e., (ψ s
1 , ψ

s
2) > (0, 0).

It follows from [34, Chapter 3] that U (t) : E → E is compact for t > τ1 + τ2. Note
that, for a fixed t0 > 2τ1 + 2τ2, U (t0) is strongly positive. Then we see from the Krein-
Rutman theorem (see [3, Theorem 3.2]) that the spectral radius r(U (t0)) is positive and a
simple eigenvalue eigenvalue ofU (t0) associated with an eigenfunction in int(E+), and any
eigenvalue μ ofU (t0) with μ �= r(U (t0)) satisfies |μ| < r(U (t0)). Then from [28, Theorem
2.2.4], we obtain that there exists λ̃ ∈ σp(AU ) such that r(U (t0)) = eλ̃t0 . We claim that
λ̃ ∈ R. If it is not true, then λ̃ ∈ C\R. Note that

U (t0)(ψ̃1e
λ̃θ1 , ψ̃2e

θ̃2) = eλ̃t0(ψ̃1e
λ̃θ1 , ψ̃2e

λ̃θ2) = r(U (t0))(ψ̃1e
λ̃θ1 , ψ̃2e

λ̃θ2), (3.13)

where (ψ̃1(x), ψ̃2(x)) is the corresponding eigenfunction with respect to λ̃ for (3.2). Then
we have (ψ̃1eλ̃θ1 , ψ̃2eλ̃θ2) ∈ int(E+). If τ1 = τ2 = 0, then ψ̃1, ψ̃2 > 0, which yields λ̃ ∈ R.
This is a contradiction. If τi �= 0, then ψ̃i eλ̃θi /∈ int(E+

i ) for i = 1, 2, which is also a
contradiction. Therefore the claim is true, and consequently, λ̃ ≤ s(AU ).

Noticing that s(AU ) is a spectral value of AU , we see from [28, Theorem 2.2.3] that
es(AU )t0 ∈ σ(U (t0)),which implies that es(AU )t0 ≤ r(U (t0)) = eλ̃t0 . Therefore, s(AU ) = λ̃ ∈
σp(AU ), and consequently, s(AU ) is an eigenvalue of problem (3.2) with the corresponding
eigenfunction (ψ s

1 , ψ
s
2). Since

U (t0)
(
ψ s
1e

s(AU )θ1 , ψ s
2e

s(AU )θ2
)

= es(AU )t0
(
ψ s
1e

s(AU )θ1 , ψ s
2e

s(AU )θ2
)

= r(U (t0))
(
ψ s
1e

s(AU )θ1 , ψ s
2e

s(AU )θ2
)

,
(3.14)
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it follows from the Krein-Rutman theorem that s(AU ) is simple and ψ s
i > 0 for i = 1, 2.

From the above three steps, we see that λ̃1 = s(AU ) is the principle eigenvalue of (3.2), and
(i) and (ii) hold.
Step 4. We prove that (iii) holds.

We firstly claim that, for any λ̂ ∈ σp(AU ) and λ̂ �= s(AU ), eλ̂t0 �= es(AU )t0 . If it is not

true, then eλ̂t0 = es(AU )t0 , and consequently, there exist an integer k �= 0 and a constant
c0(�= 0) ∈ C such that

λ̂ = s(AU ) + 2kπ

t0
i,

and
(
ψ̂1e

λ̂θ1 , ψ̂2e
λ̂θ2

)
= c0

(
ψ s
1e

s(AU )θ1 , ψ s
2e

s(AU )θ2
)

for any x ∈ �, θi ∈ [−τi , 0], i = 1, 2,

where (ψ̂1(x), ψ̂2(x)) is the corresponding eigenfunction with respect to λ̂ for (3.2). This is
a contradiction. Therefore, the claim is true, and from the Krein-Rutman theorem, we have

|eλ̂t0 | = et0Reλ̂ < r (U (t0)) = es(AU )t0 ,

which implies that Reλ̂ < s(AU ). �
Next we consider the eigenvalue problems associated with (1.2) with respect to the

semitrivial steady states (θd1,τ1,γ1,m1 , 0) and (0, θd2,τ2,γ2,m2). Linearizing system (1.2) at
(θd1,τ1,γ1,m1 , 0), we obtain the following eigenvalue problem

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

λφ1 = d1�φ1 + e−γ1τ1−λτ1m1(x)φ1

−2θd1,τ1,γ1,m1φ1 − cθd1,τ1,γ1,m1φ2, x ∈ �,

λφ2 = d2�φ2 + e−γ2τ2−λτ2m2(x)φ2 − bθd1,τ1,γ1,m1φ2, x ∈ �,
∂φ1

∂n
= ∂φ2

∂n
= 0, x ∈ ∂�.

(3.15)

Therefore, we only need to consider the following eigenvalue problem
⎧
⎨

⎩

λφ2 = d2�φ2 + e−γ2τ2−λτ2m2(x)φ2 − bθd1,τ1,γ1,m1φ2, x ∈ �,
∂φ2

∂n
= 0, x ∈ ∂�.

(3.16)

Similarly, the eigenvalue problem with respect to (0, θd2,τ2,γ2,m2) takes the following form:
⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

λφ1 = d1�φ1 + e−γ1τ1−λτ1m1(x)φ1 − cθd2,τ2,γ2,m2φ1, x ∈ �,

λφ2 = d2�φ2 + e−γ2τ2−λτ2m2(x)φ2

−2θd2,τ2,γ2,m2φ2 − bθd2,τ2,γ2,m2φ1, x ∈ �,
∂φ1

∂n
= ∂φ2

∂n
= 0, x ∈ ∂�,

(3.17)

and we also only need to consider the following eigenvalue problem
⎧
⎨

⎩

λφ1 = d1�φ1 + e−γ1τ1−λτ1m1(x)φ1 − cθd2,τ2,γ2,m2φ1, x ∈ �,
∂φ1

∂n
= 0, x ∈ ∂�.

(3.18)

By virtue of the similar arguments as Theorem 3.1 (see also [35, Lemma 2.2]), we have the
following results on the principal eigenvalues of (3.16) and (3.18).
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Theorem 3.2 Assume that mi (x) satisfies assumption (M+) for i = 1, 2, d1, d2 > 0, and
τ1, τ2, γ1, γ2 ≥ 0. Then

(i) problem (3.16) has a principal eigenvalue μ̃1, where

μ̃1 = sup{Reλ : λ is an eigenvalue of (3.16)},
and μ̃1 has the same sign as

μ1
(
d2, e

−γ2τ2m2 − bθd1,τ1,γ1,m1

)
.

(ii) problem (3.18) has a principal eigenvalue μ̂1, where

μ̂1 = sup{Reλ : λ is an eigenvalue of (3.18)},
and μ̂1 has the same sign as

μ1
(
d1, e

−γ1τ1m1 − cθd2,τ2,γ2,m2

)
.

Finally we show that system (1.2) generates a monotone dynamical system.

Proposition 3.3 Let (Ui (x, t), Vi (x, t)) be the corresponding solution of model (1.2) with
initial value (U0,i , V0,i ) for i = 1, 2. Assume that

U0,1 ≥ U0,2 ≥ 0 for x ∈ �, t ∈ [−τ1, 0],
0 ≤ V0,1 ≤ V0,2 for x ∈ �, t ∈ [−τ2, 0].

Then

U1(x, t) ≥ U2(x, t) and V1(x, t) ≤ V2(x, t) for x ∈ �, t ≥ 0.

Proof We only prove the case that τ1, τ2 �= 0, and other cases could be proved similarly.
Let U (x, t) = U1(x, t) − U2(x, t), V (x, t) = V2(x, t) − V1(x, t), U 0 = U0,1 − U0,2 and
V 0 = V0,2 − V0,1 for i = 1, 2. Then (U (x, t), V (x, t)) satisfies

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂U

∂t
− d1�U + (U1 +U2 + cV1)U − cU2V ≥ 0, x ∈ �, t ∈ [0, τ̃ ],

∂V

∂t
− d2�V + (V1 + V2 + bU2)V − bV1U ≥ 0, x ∈ �, t ∈ [0, τ̃ ],

∂U

∂n
= ∂V

∂n
= 0, x ∈ ∂�, t ∈ [0, τ̃ ],

U (x, 0) = U0(x, 0) ≥ 0, V (x, 0) = V 0(x, 0) ≥ 0, x ∈ �,

where τ̃ is defined as in Eq. (3.7). It follows from the comparison principle that
U (x, t), V (x, t) ≥ 0 for x ∈ � and t ∈ [0, τ̃ ]. Then, by the method of step, we could
prove that U (x, t), V (x, t) ≥ 0 for x ∈ � and t ≥ 0. This completes the proof. �

Then from Lemmas 2.1, 2.2, Theorems 3.1, 3.2 and Proposition 3.3, we can obtain the
following complete classification on the global dynamics of model (1.2) for 0 < bc ≤ 1.

Theorem 3.4 Assume that mi (x) satisfies assumption (M+) for i = 1, 2, and 0 < bc ≤ 1.
Then we have the following mutually disjoint decomposition of �:

� = (
Su ∪ Su,0\S0,0

) ∪ (
Sv ∪ Sv,0\S0,0

) ∪ S− ∪ S0,0.

Moreover, the following statements hold for model (1.2):
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(i) For any (d1, d2, τ1, τ2, γ1, γ2) ∈ (
Su ∪ Su,0\S0,0

)
,
(
θd1,τ1,γ1,m1 , 0

)
is globally asymptot-

ically stable.
(ii) For any (d1, d2, τ1, τ2, γ1, γ2) ∈ (

Sv ∪ Sv,0\S0,0
)
,
(
0, θd2,τ2,γ2,m2

)
is globally asymptot-

ically stable.
(iii) For any (d1, d2, τ1, τ2, γ1, γ2) ∈ S−, model (1.2) has a unique positive steady state,

which is globally asymptotically stable.
(iv) For any (d1, d2, τ1, τ2, γ1, γ2) ∈ S0,0, θd1,τ1,γ1,m1 ≡ cθd2,τ2,γ2,m2 , and model (1.2) has a

compact global attractor consisting of a continuum of steady states
{(

ρθd1,τ1,γ1,m1 , (1 − ρ)θd1,τ1,γ1,m1/c
) : ρ ∈ (0, 1)

}
.

Proof Weonly prove (iii), andother cases could be proved similarly.We see fromTheorem3.3
that system (1.2) generates a monotone dynamical system. It follows from Lemma 2.1 and
Theorem 3.1 that, for any (d1, d2, τ1, τ2, γ1, γ2) ∈ �\S0,0, every positive steady state of
system (1.2) is linearly stable if exists. Note that, for (d1, d2, τ1, τ2, γ1, γ2) ∈ S−, each of the
two semi-trivial steady state is unstable. Then we see from the theory of monotone dynamical
system [14, Proposition 9.1 and Theorem 9.2] that system (1.2) has a unique positive steady
state, which is globally asymptotically stable. �
Remark 3.5 We see from the proof of [11, Theorem 1.3] that if S0,0 �= ∅, then bc = 1.
Therefore, if 0 < b, c < 1 (the weak competition case), S0,0 = ∅. Then, for the weak
competition case, the dynamics of model (1.2) can be classified as follows: either one of
the two semitrivial steady states is globally asymptotically stable, or there exists a unique
positive steady state which is globally asymptotically stable.

4 Applications and discussion

In this section, we first apply the obtained results in Sect. 3 to two concrete examples and
show the effect of delays. Then we give some discussion and show that the method for model
(1.2) can also be applied to another delayed competition model.

4.1 Example (A)

Firstly, we consider a special case and show the effect of delays τ1 and τ2. By using the
approach of adaptive dynamics [5], we assume that d1 = d2 = d , γ1 = γ2 = γ , b = c = 1,
m1(x) = m2(x) = m(x), and τ1 �= τ2. That is, the two species are supposed to be identical
except their maturation times:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂U

∂t
= d�U + e−γ τ1m(x)U (x, t − τ1) −U 2 −UV , x ∈ �, t > 0,

∂V

∂t
= d�V + e−γ τ2m(x)V (x, t − τ2) −UV − V 2, x ∈ �, t > 0,

∂U

∂n
= ∂V

∂n
= 0, x ∈ ∂�, t > 0,

U (x, t) = U0(x, t) ≥ 0, x ∈ �, t ∈ [−τ1, 0],
V (x, t) = V0(x, t) ≥ 0, x ∈ �, t ∈ [−τ2, 0].

(4.1)

For simplicity of notations, we use θτ1 and θτ2 to denote θd1,τ1,γ1,m1 and θd2,τ2,γ2,m2 , respec-
tively. Then the global dynamics of model (4.1) can be classified as the following.
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Theorem 4.1 Assume thatm(x) ∈ Cα(�) (α ∈ (0, 1)), m(x) > 0 on�, and d, γ, τ1, τ2 > 0.
Then the following three statements hold.

(i) If τ1 > τ2, then (0, θτ2) is globally asymptotically stable.
(ii) If τ1 < τ2, then (θτ1 , 0) is globally asymptotically stable.
(iii) If τ1 = τ2, then model (4.1) has a compact global attractor consisting of a continuum of

steady states {(ρθτ1 , (1 − ρ)θτ1) : ρ ∈ (0, 1)}.

Proof If τ1 > τ2, then θτ1 satisfies

−d�θτ1 = θτ1

[
e−γ τ1m(x) − θτ1

]

< θτ1

[
e−γ τ2m(x) − θτ1

]
,

(4.2)

which implies that θτ1 < θτ2 from the comparison principle. Noticing that

−d�θτ1 = θτ1

[
e−γ τ1m(x) − θτ1

]
,

−d�θτ2 = θτ2

[
e−γ τ2m(x) − θτ2

]
,

(4.3)

we have

μ1
(
d, e−γ τ1m(x) − θτ1

) = 0, μ1
(
d, e−γ τ2m(x) − θτ2

) = 0. (4.4)

Therefore, for τ1 > τ2,

μ1
(
d, e−γ τ1m(x) − θτ2

)
< 0, μ1

(
d, e−γ τ2m(x) − θτ1

)
> 0, (4.5)

which implies that (0, θτ2) is globally asymptotically stable from Theorem 3.4. Similarly, we
can prove part (ii). Part (iii) could be obtained directly from Eq. (4.4) and Theorem 3.4. �

Theorem 4.1 implies that the species with shorter maturation time will prevail if all other
conditions (dispersal, growth) are identical.

4.2 Example (B)

In this subsection, we assume that γ2 = τ2 = 0, and revisit the model investigated in [35].
That is,

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂U

∂t
= d1�U + e−γ1τ1m1(x)U (x, t − τ1) −U 2 − cUV , x ∈ �, t > 0,

∂V

∂t
= d2�V + m2(x)V − bUV − V 2, x ∈ �, t > 0,

∂U

∂n
= ∂V

∂n
= 0, x ∈ ∂�, t > 0,

U (x, t) = U0(x, t) ≥ 0, x ∈ �, t ∈ [−τ1, 0],
V (x, t) = V0(x, t) ≥ 0, x ∈ �, t = 0.

(4.6)

We also consider the effect of delay for model (4.6), and the method is motivated by [10]. If
mi (x) satisfies assumption (M+) for i = 1, 2, then system (4.6) has two semitrivial steady
states

(
θd1,τ1,γ1,m1 , 0

)
and

(
0, θd2,0,0,m2

)
.
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Denote

S̃u := {(d1, d2) : (d1, d2, 0, 0, 0, 0) ∈ Sp} for p = u, v,−,

S̃p,0 := {(d1, d2) : (d1, d2, 0, 0, 0, 0) ∈ Sp,0} for p = u, v, 0,
(4.7)

where Su , Sv , S−, Su,0, Sv,0 and S0,0 are defined as in Eq. (2.4). It follows from [11, Theo-

rem 1.3] that if mi (x) satisfies assumption (M+) for i = 1, 2, and 0 < bc ≤ 1, then
(
R

+)2

has the following mutually disjoint decomposition:
(
R

+)2 = (S̃u ∪ S̃u,0\S̃0,0) ∪ (S̃v ∪ S̃v,0\S̃0,0) ∪ S̃− ∪ S̃0,0. (4.8)

Then we have the following results.

Theorem 4.2 Assume that mi (x) satisfies assumption (M+) for i = 1, 2, and 0 < bc ≤ 1.
The following statements hold for system (4.6).

(i) If (d1, d2) ∈ (S̃v ∪ S̃v,0\S̃0,0) ∪ S̃0,0 = S̃v ∪ S̃v,0, then the semitrivial steady state(
0, θd2,0,0,m2

)
is globally asymptotically stable for any γ1, τ1 > 0.

(ii) If (d1, d2) ∈ S̃− ∪
(
S̃u,0\S̃0,0

)
, then there exists δ̃ ∈ (0, 1) such that the semitrivial

steady state
(
0, θd2,0,0,m2

)
is globally asymptotically stable for γ1τ1 ≥ − ln δ̃, and for

0 < γ1τ1 < − ln δ̃, system (4.6) has a unique positive steady state, which is globally
asymptotically stable.

(iii) If (d1, d2) ∈ S̃u , then there exist 0 < δ1 ≤ δ2 < 1 such that

μ1
(
d1, e

−γ1τ1m1 − cθd2,0,0,m2

) = 0 for γ1τ1 = − ln δ1,

μ1
(
d2,m2 − bθd1,τ1,γ1,m1

) = 0 for γ1τ1 = − ln δ2.

Moreover,

(iii1) if δ1 < δ2, then
(
θd1,τ1,γ1,m1 , 0

)
is globally asymptotically stable for 0 < γ1τ1 ≤

− ln δ2,
(
0, θd2,0,0,m2

)
is globally asymptotically stable for γ1τ1 ≥ − ln δ1, and for

− ln δ2 < γ1τ1 < − ln δ1, system (4.6) has a unique positive steady state, which is
globally asymptotically stable;

(iii2) if δ1 = δ2, then
(
θd1,τ1,γ1,m1 , 0

)
is globally asymptotically stable for 0 < γ1τ1 <

− ln δ1,
(
0, θd2,0,0,m2

)
is globally asymptotically stable for γ1τ1 > − ln δ1, and for

γ1τ1 = − ln δ1, system (4.6) has a compact global attractor consisting of a continuum
of steady states.

Proof Denote δ = e−γ1τ1 , θ1,δ = θd1,τ1,γ1,m1 and θ2 = θd2,0,0,m2 . Then δ ∈ (0, 1), θ1,δ
depending on δ satisfies

⎧
⎨

⎩

d1�u + u(δm1(x) − u) = 0, x ∈ �,
∂u

∂n
= 0, x ∈ ∂�,

and θ2 satisfies
⎧
⎨

⎩

d2�v + u(m2(x) − v) = 0, x ∈ �,
∂v

∂n
= 0, x ∈ ∂�.

Let θ1,δ = δθ̃1,δ , and a direct computation implies that θ̃1,δ satisfies
⎧
⎨

⎩

d1�u + δu(m1(x) − u) = 0, x ∈ �,
∂u

∂n
= 0, x ∈ ∂�.

(4.9)

123



Global dynamics of the diffusive Lotka–Volterra… Page 15 of 19    33 

It follows from [21, Theorem 1.1] that

lim
δ→0

θ̃1,δ = 1

|�|
∫

�

m1(x)dx in C2(�),

which yields

lim
δ→0

θ1,δ = 0 in C2(�). (4.10)

Denote

f1(δ) := μ1(d2,m2 − bθ1,δ) and f2(δ) := μ1(d1, δm1(x) − cθ2),

where μ1(d, w) is the principal eigenvalue of (2.3). As in the proof of Theorem 4.1, we see
that θ1,δ1 < θ1,δ2 if δ1 < δ2, which implies that f1(δ) is strictly decreasing and f2(δ) is
strictly increasing for δ ∈ (0, 1). It follows from Eq. (4.10) that

lim
δ→0

f1(δ) > 0 and lim
δ→0

f2(δ) < 0.

The following discussions are divided into four cases.
Case (i). If (d1, d2) ∈ (S̃v ∪ S̃v,0\S̃0,0) ∪ S̃0,0, then

lim
δ→1

f1(δ) ≥ 0 and lim
δ→1

f2(δ) ≤ 0.

This implies that f1(δ) > 0 and f2(δ) < 0 for any δ ∈ (0, 1). It follows from Theorem 3.4
that semitrivial steady state

(
0, θd2,0,0,m2

)
is globally asymptotically stable for any γ1, τ1 > 0.

Case (ii). If (d1, d2) ∈ S̃− ∪
(
S̃u,0\S̃0,0

)
, then

lim
δ→1

f1(δ) ≥ 0 and lim
δ→1

f2(δ) > 0.

Consequently, f1(δ) > 0 for any δ ∈ (0, 1), and there exists δ̃ ∈ (0, 1) such that f2(δ̃) = 0,
f2(δ) < 0 for δ ∈ (0, δ̃) and f2(δ) > 0 for δ ∈ (δ̃, 1). It follows from Theorem 3.4 that
the semitrivial steady state

(
0, θd2,0,0,m2

)
is globally asymptotically stable for γ1τ1 ≥ − ln δ̃,

and for 0 < γ1τ1 < − ln δ̃, system (4.6) has a unique positive steady state, which is globally
asymptotically stable.

Case (iii). If (d1, d2) ∈ S̃u , then

lim
δ→1

f1(δ) < 0 and lim
δ→1

f2(δ) > 0.

Consequently, there exist a unique δ2 ∈ (0, 1) such that f1(δ2) = 0, and a unique δ1 ∈ (0, 1)
such that f2(δ1) = 0.We claim that δ1 ≤ δ2. If it is not true, then δ2 < δ1 and f1(δ), f2(δ) < 0
for δ ∈ (δ2, δ1), which implies that for the above given d1, d2,

{(d1, d2, τ1, 0, γ1, 0) : − ln δ1 < τ1γ1 < − ln δ2} ⊂ Su ∩ Sv.

This contradicts the fact
(
Su ∪ Su,0\S0,0

) ∩ (
Sv ∪ Sv,0\S0,0

) = ∅.

Then if δ1 < δ2, we have f1(δ) > 0 and f2(δ) < 0 for δ ∈ (0, δ1), f1(δ), f2(δ) > 0 for
δ ∈ (δ1, δ2), and f1(δ) < 0 and f2(δ) > 0 for δ ∈ (δ2, 1). Moreover, if δ1 = δ2, then
f1(δ) > 0 and f2(δ) < 0 for δ ∈ (0, δ1), f1(δ) < 0 and f2(δ) > 0 for δ ∈ (δ1, 1), and
f1(δ) = f2(δ) = 0 for δ = δ1 = δ2. Therefore, (iii1) and (iii2) can be obtained directly from
Theorem 3.4. �
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Remark 4.3 We remark that some of sets S̃u , S̃v , S̃−, S̃u,0, S̃v,0, S̃0,0 may be empty for
differently chosen parameters b and c, and the exact description for these sets could be found
in [11, Theorem 1.4].

It follows from [11, Theorem 1.3] that when τ1 = γ1 = 0, there may exist four mutually
disjoint regions of (d1, d2) [see Eq. (4.8)], where different global dynamics of model (4.6)
could occur. However, our results in Theorem 4.2 imply that a large delay will lead to the
extinction of species u for any d1 and d2.

4.3 Discussion

In this subsection, we show briefly that the above method for model (1.2) can also be applied
to the following model:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂U

∂t
= d1�U +U [m1(x) −U − cV (x, t − τ2)] , x ∈ �, t > 0,

∂V

∂t
= d2�V + V [m2(x) − bU (x, t − τ1) − V ] , x ∈ �, t > 0,

∂U

∂n
= ∂V

∂n
= 0, x ∈ ∂�, t > 0,

U (x, t) = U0(x, t) ≥ 0, x ∈ �, t ∈ [−τ1, 0],
V (x, t) = V0(x, t) ≥ 0, x ∈ �, t ∈ [−τ2, 0].

(4.11)

The global dynamics and traveling waves of model (4.11) were studied extensively for the
homogeneous case (i.e., m1(x) and m2(x) are constant), see [8,18,19,26] and references
therein. By virtue of the similar arguments as in the proof of Proposition 3.3, we see that
model (4.11) also generates a monotone dynamical system.

Proposition 4.4 Let (Ui (x, t), Vi (x, t)) be the corresponding solution of model (4.11) with
initial value (U0,i , V0,i ) for i = 1, 2. Assume that

U0,1 ≥ U0,2 ≥ 0 for x ∈ �, t ∈ [−τ1, 0],
0 ≤ V0,1 ≤ V0,2 for x ∈ �, t ∈ [−τ2, 0].

Then

U1(x, t) ≥ U2(x, t) and V1(x, t) ≤ V2(x, t) for x ∈ �, t ≥ 0.

Letting (u, v) be the positive steady state of system (4.11), and linearizing system (4.11)
at (u, v), one could obtain the following eigenvalue problem

⎧
⎪⎪⎨

⎪⎪⎩

νφ1 = d1�φ1 + m1(x)φ1 − (2u + cv)φ1 − cuφ2e−ντ2 , x ∈ �,

νφ2 = d2�φ2 + m2(x)φ2 − (bu + 2v)φ2 − bvφ1e−ντ1 , x ∈ �,
∂φ1

∂n
= ∂φ2

∂n
= 0, x ∈ ∂�.

(4.12)

By virtue of the transforation ψ1 = φ1 and ψ2 = −φ2, eigenvalue problem (4.12) is equiv-
alent to

⎧
⎪⎪⎨

⎪⎪⎩

νψ1 = d1�ψ1 + m1(x)ψ1 − (2u + cv)ψ1 + cuψ2e−ντ2 , x ∈ �,

νψ2 = d2�ψ2 + m2(x)ψ2 − (bu + 2v)ψ2 + bvψ1e−ντ1 , x ∈ �,
∂ψ1

∂n
= ∂ψ2

∂n
= 0, x ∈ ∂�.

(4.13)
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Denote by ν1 the principal eigenvalue of the following eigenvalue problem
⎧
⎪⎪⎨

⎪⎪⎩

νψ1 = d1�ψ1 + m1(x)ψ1 − (2u + cv)ψ1 + cuψ2, x ∈ �,

νψ2 = d2�ψ2 + m2(x)ψ2 − (bu + 2v)ψ2 + bvψ1, x ∈ �,
∂ψ1

∂n
= ∂ψ2

∂n
= 0, x ∈ ∂�.

(4.14)

Then we show that eigenvalue problem (4.12) [or equivalently, (4.13)] has a principal eigen-
value ν̃1, which has the same sign as ν1.

Proposition 4.5 Assume that mi (x) satisfies assumption (M+) for i = 1, 2, and d1, d2 > 0
and τ1, τ2 ≥ 0. Then there exists a principal eigenvalue ν̃1 of (4.13) associated with the
eigenfunction (ψ1, ψ2) > (0, 0). Furthermore, ν̃1 has the same sign as ν1, where ν1 is the
principal eigenvalue of (4.14), and

ν̃1 = sup{Reν : ν is an eigenvalue of (4.13)}.
Proof For the case that at least one of τ1 and τ are positive, we define L̃ = (L̃1, L̃2) : E →
Y × Y by

L̃1 = m1(x)ψ1(0) + cuψ2(−τ2),

L̃2 = m2(x)ψ2(0) + bvψ1(−τ1), (ψ1, ψ2) ∈ E,

and B̃ := B, where B is an operator defined in (3.5). Clearly, L̃ and B̃ have the same
properties as L and B, where L is defined in Eq. (3.4). By the similar arguments as in the
proof of Theorem 3.1, we could obtain the desired results. �

Therefore, we see that delays are harmless for model (4.11).

Proposition 4.6 Assume that mi (x) satisfies assumption (M+) for i = 1, 2, and 0 < bc ≤ 1.
Then the global dynamics of model (4.11) for τ1, τ2 > 0 is the same as that for τ1 = τ2 = 0.

Finally, we point out that mi (x)(i = 1, 2) in (1.2) or (4.11) could be constant functions.
Our paper mainly show the effect of time delays, and the spatial heterogeneity mainly affects
the dynamics of the model when time delays are equal to zero.
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