UNIQUENESS OF POSITIVE SOLUTIONS TO SOME COUPLED
COOPERATIVE VARIATIONAL ELLIPTIC SYSTEMS
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Abstract. The uniqueness of positive solutions to some semilinear elliptic systems with variational structure arising from mathematical physics is proved. The key ingredient of the proof is the oscillatory behavior of solutions to linearized equations for cooperative semilinear elliptic systems of two equations on one-dimensional domains, and it is shown that the stability of the positive solutions for such a semilinear system is closely related to the oscillatory behavior.

1. Introduction

Systems of nonlinear elliptic type partial differential equations arise from many models in mathematical physics, such as the nonlinear static Chern-Simons-Higgs equations of classical field theory [9, 12, 16, 19, 21, 59, 60, 68], and standing wave solutions of coupled nonlinear Schrödinger equations from Bose–Einstein condensation [1, 11, 47, 58, 63, 65]. In the case of two interacting particles or waves, the static equation is in the form

\begin{align*}
\Delta u_1 + f(u_1, u_2) &= 0, & \Delta u_2 + g(u_1, u_2) &= 0, & x \in \Omega,
\end{align*}

where \( \Omega \) is \( \mathbb{R}^n \) or a bounded domain in \( \mathbb{R}^n \). While the existence of positive solutions to (1.1) have been obtained through various variational or other methods, the uniqueness or exact multiplicity of solutions have been mostly open.

In this article, we provide a rather general approach for proving the uniqueness of positive solutions to the system in one-dimensional space. To achieve this, we prove some general properties of the associated linearized system which resembles the classic Sturm comparison principle, and with these properties, for some important systems with a variational structure, we prove the uniqueness of the solution of

\begin{align*}
\begin{cases}
u''_1 + f(u_1, u_2) &= 0, & x \in \mathbb{R}, \\
u''_2 + g(u_1, u_2) &= 0, & x \in \mathbb{R}, \\
\left| u_1(x) > 0, \quad u_2(x) > 0, \quad x \in \mathbb{R}, \\
\left| u_1(x) \to 0, \quad u_2(x) \to 0, \quad |x| \to \infty, \right.
\end{cases}
\end{align*}
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or the solution of the related Dirichlet boundary value problem:

\[
\begin{aligned}
u_1'' + f(u_1, u_2) &= 0, & -R < x < R, \\
u_2'' + g(u_1, u_2) &= 0, & -R < x < R, \\
u_1(x) > 0, & u_2(x) > 0, & -R < x < R, \\
u_1(\pm R) = 0, & u_2(\pm R) = 0.
\end{aligned}
\] (1.3)

Define \( \mathbb{R}^2_+ = \{(u_1, u_2) : u_1 \geq 0, u_2 \geq 0 \} \). Throughout the paper, we assume that the nonlinear functions \( f, g \) in (1.2) and (1.3) satisfy

(f1) \( f, g \in C^1(\mathbb{R}^2_+) \).

(f2) (Cooperativeness) Define the Jacobian of the vector field \( (f, g) \) to be

\[
J(u_1, u_2) = \begin{pmatrix}
\frac{\partial f}{\partial u_1}(u_1, u_2) & \frac{\partial f}{\partial u_2}(u_1, u_2) \\
\frac{\partial g}{\partial u_1}(u_1, u_2) & \frac{\partial g}{\partial u_2}(u_1, u_2)
\end{pmatrix} = \begin{pmatrix}
f_1(u_1, u_2) & f_2(u_1, u_2) \\
g_1(u_1, u_2) & g_2(u_1, u_2)
\end{pmatrix}.
\] (1.4)

Then \( f, g \) is said to be cooperative if \( f_2(u_1, u_2) \geq 0 \) and \( g_1(u_1, u_2) \geq 0 \) for \( (u_1, u_2) \in \mathbb{R}^2_+ \), and \( f_2(u_1, u_2) > 0 \) and \( g_1(u_1, u_2) > 0 \) for \( (u_1, u_2) \in \text{int}(\mathbb{R}^2_+) \).

Under conditions (f1) and (f2), it is well known that a positive solution \( (u_1(x), u_2(x)) \) of (1.3) must be an even function in the sense that \( u_1(-x) = u_1(x) \) and \( u_2'(x) < 0 \) for \( x \in (0, R) \) (see [64]), and the symmetry properties for positive solutions to (1.2) have also been established in [33, 50] under some additional assumptions on \( f \) and \( g \) at \( (u_1, u_2) = (0, 0) \). These works are natural extensions of the classical results in [37, 38] for the scalar equation since the maximum principle also holds for elliptic systems with cooperative nonlinearities [28, 32, 61].

Our first result is a Sturm comparison type result for positive solutions to system (1.2) or (1.3). We note that the Sturm comparison lemma can be regarded as another aspect of a maximum principle in one-dimensional space. A simplified version of the classical Sturm comparison lemma is: suppose that \( w_1(x) \) and \( w_2(x) \) are two linear independent solutions of \( w'' + q(x)w = 0 \), where \( q \) is continuous on \([a, b]\) and \( w_1(a) = w_1(b) = 0 \); then \( w_2 \) has a zero in \((a, b)\). A straightforward application of this lemma is for a solution of

\[
u'' + g(u) = 0, \quad x \in (0, R), \quad u'(0) = 0, \quad u(0) = \alpha
\] (1.5)
such that \( u(x) > 0, u'(x) < 0 \) in \((0, R)\). Then any solution \( \phi \) of the linearized equation

\[
\phi'' + g'(u(x))\phi = 0, \quad x \in (0, R)
\] (1.6)
changes sign at most once in \((0, R)\) since \( u'(x) < 0 \) is also a solution of (1.6), \( u'(0) = 0 \), and \( u'(x) < 0 \) in \((0, R)\). Our result for solutions of a linearized equation around a positive solution to (1.2) or (1.3) resembles the one above for the scalar equation. More precisely, suppose that \( f, g \) satisfy (f1) and (f2), \( (u_1, u_2) \) is a positive solution of (1.2) or (1.3), and \( f_1, f_2, g_1, g_2 \) are as defined in (1.4). We prove that if \( (\phi_1, \psi_1) \) (resp., \( (\phi_2, \psi_2) \)) is a solution of

\[
\begin{aligned}
\phi'' + f_1 \phi + f_2 \psi = 0, & \quad 0 < x < R, \\
\psi'' + g_1 \phi + g_2 \psi = 0, & \quad 0 < x < R, \\
\phi'(0) = \psi'(0) = 0, & \\
(\phi(0), \psi(0)) = (1, 0), & \text{ (resp., } (0, 1))
\end{aligned}
\] (1.7)
then each of $\phi_i$ and $\psi_i$ ($i = 1, 2$) changes sign at most once in $(0, R)$ (see Lemma 2.2 and Corollary 2.3 for more precise statements). It is well known that oscillatory properties of solutions to the linearized equation is critical for the stability and uniqueness of positive solutions of semilinear elliptic equations \cite{3, 11, 13, 54}. Hence the nonoscillatory property for solutions of (1.7) is very useful for the stability and uniqueness of positive solutions to (1.2) or (1.3). We remark that such a property usually does not hold for the higher-dimensional radial Laplacian $Lu = r^{1-n}(r^{n-1}u')'$ even for the scalar case; hence the spatial dimension $n = 1$ is a critical assumption here.

Our second result is related to the stability of a positive solution to (1.2) or (1.3). It is known that for (1.5), the number of sign-changes of the solution of the linearized equation does not change sign, then the positive solution is linearly unstable. Here we also establish such a connection between the number of sign-changes of the solution to the linearized equation (1.7) and the stability of a positive solution of the system (1.2). More precisely, we show that if $f, g$ satisfy (f1) and (f2), a positive solution $(u_1, u_2)$ of (1.3) is stable if there exists a real number $c > 0$ such that $\phi_1 + c\phi_2 > 0$ and $\psi_1 + c\psi_2 > 0$ in $(0, R)$, where $(\phi_1, \psi_1)$ is the solution of (1.7), and $(u_1, u_2)$ is unstable if and only if for all $c \geq 0$, at least one of $\phi_1 + c\phi_2$ or $\psi_1 + c\psi_2$ is not positive in $(0, R)$ (see Proposition 2.8).

The nonoscillatory results above are proved under rather general conditions (f1) and (f2) on $(f, g)$, and these results pave the way for the stability, nondegeneracy, and uniqueness of the positive solution to (1.2) or (1.3) from a wide range of applications. Two additional structures on $(f, g)$ would be needed for these further results: (i) the growth rate of functions $f$ and $g$; and (ii) a variational structure for the vector field $(f, g)$.

The growth rate of the functions $f$ and $g$ plays an important role in the qualitative behavior of the solutions to (1.2) and (1.3). Here we define several conditions on the growth rate of $f$ and $g$:

**(f3)** (Superlinear) The vector field $(f, g)$ is said to be superlinear if for all $(u_1, u_2) \in \mathbb{R}^2_+$,

$$f_1u_1 + f_2u_2 - f \geq 0, \quad g_1u_1 + g_2u_2 - g \geq 0.$$  

**(f3')** (Strongly superlinear) The vector field $(f, g)$ is said to be strongly superlinear if for all $(u_1, u_2) \in \mathbb{R}^2_+$,

$$f_1u_1 - f \geq 0, \quad g_2u_2 - g \geq 0.$$  

**(f4)** (Sublinear) The vector field $(f, g)$ is said to be sublinear if for all $(u_1, u_2) \in \mathbb{R}^2_+$,

$$f_1u_1 + f_2u_2 - f \leq 0, \quad g_1u_1 + g_2u_2 - g \leq 0.$$  

**(f4')** (Weakly sublinear) The vector field $(f, g)$ is said to be weakly sublinear if for all $(u_1, u_2) \in \mathbb{R}^2_+$,

$$f_1u_1 - f \leq 0, \quad g_2u_2 - g \leq 0.$$  

We remark that all definitions above are actually for a single function $f : \mathbb{R}^2_+ \to \mathbb{R}$, but we assume that $f$ and $g$ have the same type of growth rate in this article. Note that under the cooperativeness assumption (f2), condition (f3') implies (f3), while
condition \((f4)\) implies \((f4')\), which is the reason for the “strongly” and “weakly” in the definition. On the other hand, we notice that a function \(f\) can be both weakly sublinear and superlinear. A prototypical example of a cooperative type function \(f\) is

\[
(1.12) \quad f(u_1, u_2) = \lambda u_1 + \mu u_2 + \sum_{i=1}^{k} a_i u_1^{p_i} u_2^{q_i},
\]

where \(\lambda \in \mathbb{R}\), \(\mu \in [0, \infty)\), \(a_i > 0\), and \(p_i, q_i \geq 0\) for all \(1 \leq i \leq k\). Under these general conditions, it is easy to verify that

\[
\begin{align*}
& p_i + q_i \geq 1 \Rightarrow f \text{ is superlinear}; \quad p_i \geq 1, \quad \mu = 0 \Rightarrow f \text{ is strongly superlinear}; \\
& p_i + q_i \leq 1 \Rightarrow f \text{ is sublinear}; \quad p_i \leq 1 \Rightarrow f \text{ is weakly sublinear}.
\end{align*}
\]

Hence \(f\) is both weakly sublinear and superlinear if \(0 \leq p_i \leq 1\), \(0 \leq q_i\), and \(p_i + q_i \geq 1\), which always holds when \(p_i = 1\). The notion of superlinear and sublinear growth rate for a uni-variable function \(g : \mathbb{R}_+ \to \mathbb{R}\) was considered in \([54]\), and the definition here can be considered as a generalization of the definition in \([54]\) to multivariable functions. Similar definitions of multi-variable sublinear/superlinear functions can also be found in \([18,25,57]\). It is known that sublinear/superlinear properties are related to the stability of positive solutions of \((1.3)\). We prove that when \((f, g)\) is sublinear, then any positive solution of \((1.3)\) is stable, while when \((f, g)\) is superlinear, then any positive solution of \((1.3)\) is unstable (see Lemma \(2.5\) and also \([25]\)).

The final assumption for the nondegeneracy and uniqueness of positive solutions is the variational structure on the vector field \((f, g)\). Here two possible variational structures can be defined as in \([29,30]\). The system \((1.2)\) or \((1.3)\) is a Hamiltonian system if there exists a differentiable function \(H(u_1, u_2)\) such that

\[
(1.13) \quad f(u_1, u_2) = \frac{\partial H(u_1, u_2)}{\partial u_2} \quad \text{and} \quad g(u_1, u_2) = \frac{\partial H(u_1, u_2)}{\partial u_1}.
\]

Clearly a Hamiltonian system satisfies \(f_1 = g_2\). For a Hamiltonian system, if \((u_1(x), u_2(x))\) is a solution of \((2.3)\), we define

\[
(1.14) \quad H_0(x) = u_1'(x) u_2'(x) + H(u_1(x), u_2(x)).
\]

Then \(H'(x) = 0\) and hence \(H_0(x) \equiv H_0(0)\) for \(x > 0\). On the other hand, the system \((1.2)\) or \((1.3)\) is a gradient system if there exists a differentiable function \(F(u_1, u_2)\) such that

\[
(1.15) \quad f(u_1, u_2) = \frac{\partial F(u_1, u_2)}{\partial u_1} \quad \text{and} \quad g(u_1, u_2) = \frac{\partial F(u_1, u_2)}{\partial u_2}.
\]

Clearly a gradient system satisfies \(f_2 = g_1\); hence the Jacobian matrix is symmetric and the corresponding linearized equation is self-adjoint. For a gradient system, if \((u_1(x), u_2(x))\) is a solution of \((2.3)\), we define

\[
(1.16) \quad F_0(x) = \frac{1}{2} [u_1'(x)]^2 + \frac{1}{2} [u_2'(x)]^2 + F(u_1(x), u_2(x)).
\]

Then \(F_0(x) = 0\) and hence \(F_0(x) \equiv F_0(0)\) for \(x > 0\). Both the energy functions \(H_0\) and \(F_0\) are generalizations of the energy function \(G_0(x) = \frac{1}{2} [u'(x)]^2 + G(u(x))\) for \((1.5)\) where \(G(u) = \int_0^u g(s)ds\). For the scalar equation

\[
(1.17) \quad u'' + g(u) = 0, \quad x \in \mathbb{R}, \quad u'(0) = 0, \quad \lim_{|x| \to \infty} u(x) = 0,
\]
the energy function $G_0$ alone can guarantee the uniqueness of positive solutions to (1.17), which in general is not the case for the system (1.3). But with the Hamiltonian or gradient structure, the uniqueness of positive solutions to (1.3) can be proved by combining with oscillatory property.

Our third key result is that if we assume $(u_1, u_2)$ is a positive solution of (1.3), $(f, g)$ satisfies (f1) and (f2), $(f, g)$ is superlinear (thus $(u_1, u_2)$ is unstable), and in addition, if $(f, g)$ is weakly sublinear and is a Hamiltonian or gradient system, then $(u_1, u_2)$ must be nondegenerate, which often suggests uniqueness. Combining the cooperative and variational structure, and the weakly sublinear and superlinear properties, we can prove that the positive solution to (1.3) for certain $(f, g)$ is unique for any given $R > 0$, and it also implies the uniqueness of positive solutions to (1.3) when it exists. More precisely, it can be shown that all solutions of (1.3) can be represented by a curve $N = \{ (\alpha, \beta(\alpha), R(\alpha)) : \alpha \in A \}$, where $A$ is a subset of $\mathbb{R}_+$. For a given $\alpha$ in the admissible set $A$, there is a unique $\beta(\alpha) > 0$ such that (1.3) has a unique positive solution $(u_1, u_2)$ satisfying $u_1(0) = \alpha$, $u_2(0) = \beta(\alpha)$, and $R = R(\alpha)$. Moreover, it is shown that $\beta(\alpha)$ is a strictly increasing function of $\alpha$ and that $R(\alpha)$ is a strictly increasing (decreasing) function of $\alpha$ when $(f, g)$ is sublinear (superlinear). The monotonicity of $R(\alpha)$ implies the uniqueness of positive solutions to (1.3) for a given $R > 0$ (see Section 3 for more precise results).

In Section 3, this program of proving uniqueness of positive solutions to (1.3) is achieved for

(A) (Schrödinger type \[31,33,39\]) $f(u_1, u_2) = -u_1 + u_2^p$, $g(u_1, u_2) = -u_2 + u_1^q$, where $p, q > 1$.

(B) (optics model \[18,49,69\]) $f(u_1, u_2) = -bu_1 + u_1 u_2$,

where $b, c > 0$.

Here system (A) is a Hamiltonian system and (B) is a gradient system. The more general results established in Section 2 can be applied to prove the uniqueness of positive solutions of (1.3) as long as $(f, g)$ is (i) cooperative, (ii) weakly sublinear and superlinear, and (iii) Hamiltonian or gradient.

The uniqueness of positive solutions of (1.3) for the sublinear $(f, g)$ case holds for a general bounded domain in $\mathbb{R}^n$ with $n \geq 1$; see \[4,18,25\]. Some methods for the uniqueness of the positive solutions of semilinear elliptic systems used in this paper were also used in some of our earlier work \[13,15,17,19,20\], but the oscillatory results for the linearized equation here are the most general ones as they do not rely on specific algebraic form of the nonlinearities $f$ and $g$. We expect these results will be useful for the uniqueness of the positive solutions to other cooperative systems. Previously the uniqueness of the positive solutions was generally only known for the Lane–Emden system in which the nonlinearities are power functions; see \[26,27,41,43,56\]. Recently the uniqueness of positive solutions to the coupled Schrödinger equations in some special cases was proved in \[11,40,51,67\].

The remaining part of the paper is organized as follows. In Section 2, we consider the properties of solutions to linearized equations, and the relation between the stability of solutions and nodal properties of solutions to linearized equations is considered. The uniqueness of positive solutions to several semilinear cooperative elliptic systems with weakly sublinear and superlinear nonlinearities are studied in Section 3.
2. Linearized Equations and Stability

2.1. Preliminaries. In the following we always assume that \((f,g)\) satisfies the conditions (f1) and (f2). With a possible translation, a solution of (1.2) or (1.3) is necessarily symmetric with respect to \(x = 0\) and decreasing when \(x > 0\) \[\ref{2.6}\]; hence it satisfies either

\[
\begin{align*}
  u_1'' + f(u_1, u_2) &= 0, \quad 0 < x < \infty, \\
  u_2'' + g(u_1, u_2) &= 0, \quad 0 < x < \infty, \\
  u_1(x) > 0, \quad u_2(x) > 0, \quad u_1'(x) < 0, \quad u_2'(x) < 0, \quad 0 < x < \infty, \\
  u_1(0) = u_2'(0) &= 0, \\
  u_1(x) \to 0, \quad u_2(x) \to 0, \quad x \to \infty
\end{align*}
\]

or

\[
\begin{align*}
  u_1'' + f(u_1, u_2) &= 0, \quad 0 < x < R, \\
  u_2'' + g(u_1, u_2) &= 0, \quad 0 < x < R, \\
  u_1(x) > 0, \quad u_2(x) > 0, \quad u_1'(x) < 0, \quad u_2'(x) < 0, \quad 0 < x < R, \\
  u_1(0) = u_2'(0) &= 0, \\
  u_1(R) = 0, \quad u_2(R) &= 0.
\end{align*}
\]

A solution \(u_1(x), u_2(x)\) of (2.1) or (2.2) is a solution of the initial value problem

\[
\begin{align*}
  u_1'' + f(u_1, u_2) &= 0, \quad x > 0, \\
  u_2'' + g(u_1, u_2) &= 0, \quad x > 0, \\
  u_1'(0) = u_2'(0) &= 0, \\
  u_1(0) = \alpha, \quad u_2(0) = \beta,
\end{align*}
\]

where \(\alpha > 0\) and \(\beta > 0\). The local existence and uniqueness of the solution of (2.3) can be proved via a standard argument. We denote the solution of (2.3) by \((u_1(x; \alpha, \beta), u_2(x; \alpha, \beta))\) or simply \((u_1(x), u_2(x))\) when there is no confusion. We will only consider a solution of (2.3) satisfying \(u_i(x) > 0\) and \(u_i'(x) < 0\) for \(x \in (0, \delta), \ i = 1, 2\). This requires the initial value \((\alpha, \beta)\) to satisfy \(f(\alpha, \beta) \geq 0\) and \(g(\alpha, \beta) \geq 0\), and at least one of them must be strictly greater than zero. A solution of (2.2) is a crossing solution of (2.3), and a solution of (2.1) is a ground state solution. The local solution \((u_1(x), u_2(x))\) of (2.3) can be extended to a maximal interval \((0, R(\alpha, \beta))\) so that \(u_i(x) > 0\) and \(u_i'(x) < 0\) in \((0, R(\alpha, \beta)), \ i = 1, 2\). In the following we will use \(R = R(\alpha, \beta)\) when there is no confusion.

If \(R < \infty\), then, for technical reasons, we need to extend the solution beyond \(x = R\). We extend the definition of \((f,g)\) to \(\mathbb{R}^2\) so that \(f, g \in C^1(\mathbb{R}^2)\). Hence the solution \((u_1(x), u_2(x))\) can be extended to \(x \in [0, R + \varepsilon]\) for a positive \(\varepsilon = \varepsilon(\alpha, \beta)\) with \(u_i\) or \(-u_i'\) possibly negative in \([R, R + \varepsilon]\). In the following we shall always assume that the domain of a solution \((u_1(x), u_2(x))\) is \(x \in [0, R + \varepsilon]\) when \(R < \infty\).

To consider the dependence of solutions on the initial values, we consider the linearized equation of \((u_1(x), u_2(x))\) with respect to the initial value \((\alpha, \beta)\). Let \(W(x)\) be a \(2 \times 2\) matrix function defined as

\[
W(x) \equiv \begin{pmatrix}
\frac{\partial u_1(x; \alpha, \beta)}{\partial \alpha} & \frac{\partial u_1(x; \alpha, \beta)}{\partial \beta} \\
\frac{\partial u_2(x; \alpha, \beta)}{\partial \alpha} & \frac{\partial u_2(x; \alpha, \beta)}{\partial \beta}
\end{pmatrix}.
\]
Then $W(x)$ satisfies

\[
\begin{cases}
W'' + J(u_1(x), u_2(x))W = 0, & x > 0, \\
W(0) = I, & W'(0) = 0.
\end{cases}
\]

(2.5)

Here $I$ is the identity matrix, $J$ is defined in (1.4), and $W'$ and $W''$ are the matrices of derivatives of each entry $W_{ij}$ of $W$ with respect to $x$. Equivalently, we can write the componentwise equation: let $(\phi_1, \psi_1) = \left( \frac{\partial u_1(x; \alpha, \beta)}{\partial \alpha}, \frac{\partial u_2(x; \alpha, \beta)}{\partial \beta} \right)$; then $(\phi_1, \psi_1)$ satisfies

\[
\begin{cases}
\phi_1'' + f_1 \phi_1 + f_2 \psi_1 = 0, & x > 0, \\
\psi_1'' + g_1 \phi_1 + g_2 \psi_1 = 0, & x > 0, \\
\phi_1(0) = 1, & \phi_1'(0) = 0, \\
\psi_1(0) = 0, & \psi_1'(0) = 0;
\end{cases}
\]

(2.6)

and let $(\phi_2, \psi_2) = \left( \frac{\partial u_1(x; \alpha, \beta)}{\partial \beta}, \frac{\partial u_2(x; \alpha, \beta)}{\partial \beta} \right)$; then $(\phi_2, \psi_2)$ satisfies

\[
\begin{cases}
\phi_2'' + f_1 \phi_2 + f_2 \psi_2 = 0, & x > 0, \\
\psi_2'' + g_1 \phi_2 + g_2 \psi_2 = 0, & x > 0, \\
\phi_2(0) = 0, & \phi_2'(0) = 0, \\
\psi_2(0) = 1, & \psi_2'(0) = 0.
\end{cases}
\]

(2.7)

To study the oscillatory behavior of $(\phi_i, \psi_i)$ $(i = 1, 2)$, we first consider two auxiliary equations. Let $(\phi_3, \psi_3)$ be the unique solution of

\[
\begin{cases}
\phi_3'' + f_1 \phi_3 = 0, & x > 0, \\
\psi_3'' + g_2 \psi_3 = 0, & x > 0, \\
\phi_3(0) = 1, & \phi_3'(0) = 0, \\
\psi_3(0) = 1, & \psi_3'(0) = 0.
\end{cases}
\]

(2.8)

The oscillatory behavior of $(\phi_3, \psi_3)$ can be obtained as follows.

**Lemma 2.1.** Let $(u_1, u_2)$ be a solution of (2.2) such that $u_1(x) > 0$, $u_2(x) > 0$, $u_1'(x) < 0$, and $u_2'(x) < 0$ for $x \in (0, R)$ (R may be $\infty$), and let $(\phi_3, \psi_3)$ be defined as in (2.8). Assume that $(f, g)$ is cooperative as defined in (2.2). Then

1. Each of $\phi_3$ and $\psi_3$ has at most one zero in $(0, R]$.
2. If, in addition, $(f, g)$ is weakly sublinear and $(u_1, u_2)$ is a solution of (2.2), then each of $\phi_3$ and $\psi_3$ is positive in $(0, R]$.
3. If, in addition, $(f, g)$ is strongly superlinear and $(u_1, u_2)$ is a solution of (2.2), then each of $\phi_3$ and $\psi_3$ changes sign exactly once in $(0, R)$, and $\phi_3(R) < 0$, $\psi_3(R) < 0$.

**Proof.**

(1) We only prove it for $\phi_3$, and the proof for $\psi_3$ is similar. Suppose that $\phi_3$ changes sign more than once. Let $0 < x_1 < x_2 \leq R$ be the first two zeros of $\phi_3$. From the equation which $\phi_3$ satisfies, each zero of $\phi_3$ is a simple one. Then $\phi_3(x) < 0$ in $(x_1, x_2)$, $\phi_3'(x_1) < 0$, and $\phi_3'(x_2) > 0$. Notice that $(u_1', u_2')$ satisfies

\[
\begin{cases}
(u_1')'' + f_1 u_1' + f_2 u_2' = 0, & x > 0, \\
(u_2')'' + g_1 u_1' + g_2 u_2' = 0, & x > 0, \\
u_1'(0) = 0, & u_2'(0) = 0.
\end{cases}
\]

(2.9)
Then multiplying the equation of $\phi_3$ in (2.8) by $u'_1$, multiplying the equation of $u'_1$ in (2.9) by $\phi_3$ and subtracting and integrating on $(x_1, x_2)$, we obtain

$$
(2.10) \quad \phi'_3(x_2)u'_1(x_2) - \phi'_3(x_1)u'_1(x_1) = \int_{x_1}^{x_2} f_2\phi_3 u'_2 dx.
$$

The left-hand side of (2.10) is nonpositive since $u'_1(x) < 0$ in $(0, R)$, while the right-hand side of (2.10) is positive since $f_2 > 0$, $\phi_3 < 0$, and $u'_2 < 0$ in $(x_1, x_2)$. That is a contradiction. Hence $\phi_3$ cannot have more than one zero in $(0, R]$.

(2) Next we assume that $(f, g)$ is weakly sublinear and $(u_1, u_2)$ is a solution of (2.2). Suppose that $\phi_3$ has a zero $x_1 \in (0, R]$; then $\phi_3(x) > 0$ for $x \in (0, x_1)$ and $\phi_3(x_1) = 0$. We rewrite the equations in (2.2) to

$$
(2.11) \quad \begin{cases} 
  u''_1 + f_1 u_1 = f_1 u_1 - f, & x > 0, \\
  u''_2 + g_2 u_2 = g_2 u_2 - g, & x > 0.
\end{cases}
$$

Multiplying the equation of $\phi_3$ in (2.8) by $u_1$, multiplying the equation of $u_1$ in (2.11) by $\phi_3$, and subtracting and integrating on $(0, x_1)$, we have

$$
(2.12) \quad \phi'_3(x_1)u_1(x_1) = - \int_0^{x_1} (f_1 u_1 - f) \phi_3 dx.
$$

Then the left-hand side of (2.12) is negative, while the right-hand side of (2.12) is nonnegative. This is a contradiction, so $\phi_3(x) > 0$ for $x \in (0, R]$.

(3) Now we also assume $(f, g)$ is strongly superlinear and $(u_1, u_2)$ is a solution of (2.2). Suppose that $\phi_3$ does not change sign; then $\phi_3(x) > 0$ for $x \in (0, R)$. Similar to (2), we have

$$
(2.13) \quad -\phi_3(R)u'_1(R) = - \int_0^R (f_1 u_1 - f) \phi_3 dx.
$$

Then the left-hand side of (2.13) is nonnegative, while the right-hand side of (2.13) is negative. This contradiction implies that $\phi_3$ has to change sign in $(0, R)$, and $\phi_3(R) < 0$ since $\phi_3$ cannot have more than one zero from the previous proof. \qed

The following result provides a key oscillatory result for the solutions of the linearized equations (2.6) and (2.7).

**Lemma 2.2.** Let $(u_1, u_2)$ be a solution of (2.3) such that $u_1(x) > 0$, and $u_2(x) > 0$ for $x \in (0, R)$, and $u'_1(x) < 0$ and $u'_2(x) < 0$ for $x \in (0, R]$ (when $R$ is $\infty$, then $u'_1(x) < 0$ for $x \in (0, R)$), and let $\phi_i$, $\psi_i$ ($i = 1, 2, 3$) be defined as in (2.6), (2.7) and (2.8). Assume that $(f, g)$ is cooperative as defined in (f2). Then:

1. $\phi_1(x)$ changes sign at most once, and $\psi_1(x) < 0$ for $x \in (0, R)$; if in addition $\phi_3(x) > 0$, then $\phi_1(x) > 0$ for $x \in (0, R)$;
2. $\psi_2(x)$ changes sign at most once, and $\phi_2(x) < 0$ for $x \in (0, R)$; if in addition $\psi_3(x) > 0$, then $\psi_2(x) > 0$ for $x \in (0, R)$.

**Proof.** If $R < \infty$, then from our earlier comment, we extend the definition of the solution to $[0, R + \varepsilon]$, and since $u'_1(R) < 0$, then we can assume that $u'_1(x) < 0$ for $x \in (0, R + \varepsilon]$. In the following we only prove the result for $\phi_1$ and $\psi_1$, and the proof for the other case is similar. Since $\phi_1(0) > 0$, $\psi_1(0) = 0$, $\phi'_1(0) = 0$, and $\psi'_1(0) = -g_2\psi_1(0) - g_1\phi_1(0) < 0$. Then for some $x_0 > 0$, $\phi_1(x) > 0$ and $\psi_1(x) < 0$ in $(0, x_0)$. Define

$$
(2.14) \quad x_1 = \sup\{0 < x < R : \phi_1(r) > 0 \text{ and } \psi_1(r) < 0 \text{ in } (0, x)\}.
$$
If $x_1 = R$, then the result holds. So we assume $x_1 < R$. Then either $\phi_1(x_1) = 0$ or $\psi_1(x_1) = 0$. If $\psi_1(x_1) = 0$, then $\psi_1(x) < 0$ in $(0, x_1)$ and $\psi_1'(x_1) \geq 0$. Then multiplying the equation of $\psi_1$ in (2.6) by $u_2$, multiplying the equation of $u_2'$ in (2.9) by $\psi_1$, and subtracting and integrating on $(0, x_1)$, we obtain

$$[\psi_1'u_2' - \psi_1u_2'']_0^{x_1} = - \int_0^{x_1} g_1(\phi_1'u_2' - \psi_1'u_1')dx.$$  

The left-hand side is $\psi_1'(x_1)u_2'(x_1) \leq 0$, and the right-hand side is positive since $g_1 > 0$, $\phi_1 > 0$, $\psi_1 < 0$, $u_1' < 0$, and $u_2' < 0$ in $(0, x_1)$. That is a contradiction.

Hence $\psi_1(x_1) = 0$ does not hold and one must have $\phi_1(x_1) = 0$, which implies that $\psi_1(x) < 0$ in $(0, x_1)$, $\phi_1(x) > 0$ in $(0, x_1)$, and $\phi_1'(x_1) \leq 0$. We claim that in this case $\phi_3$ defined in (2.8) changes sign in $(0, x_1)$. If not, $\phi_3(x) > 0$ in $(0, x_1)$. Then from the equation of $\phi_1$ and $\phi_3$, we obtain that

$$\phi_3(x_1)\phi_1'(x_1) = -\int_0^{x_1} f_2\psi_1\phi_3 dx,$$

which is a contradiction since the left-hand side is nonpositive and the right-hand side is positive. Hence $\phi_3$ has to change sign before $\phi_1$. From Lemma 2.13, $\phi_3$ changes sign at most once in $(0, R)$. If $\phi_3$ does not change sign in $(0, R)$, then $\phi_1$ and $\psi_1$ do not change sign either; thus the conclusion in the lemma holds.

So now we assume that $\phi_3$ changes sign exactly once at $x_0 \in (0, R)$; then $0 < x_0 < x_1$, and $\phi_3(x) < 0$ in $[x_0, R]$. We claim that $\phi_1$ cannot have more than one zeros in $(0, R)$. We define another pair of auxiliary functions $(\phi_{4, k}, \psi_{4, k})$ which is defined by $\phi_{4, k} = \phi_1 + ku'_1$ and $\psi_{4, k} = \psi_1 + ku'_2$ for $k \geq 0$. $(\phi_1, \psi_1)$ and $(u'_1, u'_2)$ satisfy the same linear equations, and so does $(\phi_{4, k}, \psi_{4, k})$; namely,

$$\begin{cases}
\phi_{4, k}' + f_1\phi_{4, k} + f_2\psi_{4, k} = 0, & x > 0, \\
\psi_{4, k}' + g_1\phi_{4, k} + g_2\psi_{4, k} = 0, & x > 0, \\
\phi_{4, k}(0) = 1, & \psi_{4, k}(0) = 0.
\end{cases}$$

When $k > 0$ is large enough, $\psi_{4, k}(x) < 0$ for $x \in (0, R)$, and $\phi_{4, k}$ has exactly one zero, $x_{1, k} \in (0, R)$, which approaches to 0 as $k \to \infty$ since $\phi_{4, k}'(0) = ku'_1(0) < 0$.

Hence we can define

$$k_* = \inf\{k_0 > 0 : \psi_{4, k}(x) < 0 \text{ for } x \in (0, R),$$

and $\phi_{4, k}$ has exactly one zero, $x_{1, k} \in (0, R)$, for all $k \geq k_0$.

Such a $k_*$ clearly exists as for any $k < 0$, $\psi_{4, k}(x) > 0$ near $x = 0$. Hence $k_* \geq 0$.

Suppose that $k_* > 0$. Then $\phi_{4, k_*}(x) > 0$ and $\psi_{4, k_*}(x) < 0$ for small $x$, and one of the following alternatives occurs:

(i) there exists $x_2 > 0$ such that $\psi_{4, k_*}(x) < 0$ in $(0, x_2)$ and $\psi_{4, k_*}(x_2) = 0$;

(ii) $\phi_{4, k_*}$ has more than one zero in $(0, R)$;

(iii) $\phi_{4, k}$ has exactly one zero, $x_{1, k} \in (0, R)$, for $k > k_*$, but $\phi_{4, k}$ has no zero in $(0, R)$ when $k = k_*$. 

If case (iii) occurs, then $\phi_1(x) > 0$ for $x \in (0, R)$ since $\phi_{4, k}$ decreases in $k$. Then the conclusion in the lemma holds. It is obvious that if (iii) occurs, then (ii) cannot occur. Also notice that if (iii) occurs, then (i) cannot occur. On the contrary, suppose cases (i) and (iii) both occur. Similar to (2.15), if $a, b$ are two consecutive
zeros of $\psi_{4,k}$, then

$$[\psi_{4,k}' u_2 - \psi_{4,k} u_2'] |^b_a = - \int_a^b g_1(\phi_{4,k} u_2' - \psi_{4,k} u_1') dx. \tag{2.19}$$

For $k = k_*$, let $a = 0$ and $b = x_2$. Then the right side of (2.19) is positive and the left side is nonnegative. This is a contradiction.

Suppose that case (i) occurs but (ii) does not. Similar to the discussion of the last paragraph, we must have $x_2 > x_{1,k_*}$, the unique zero of $\phi_{4,k_*}$. In particular, this implies that $\phi_{4,k_*}(x_2) < 0$. Also, $x_2$ is necessarily a local maximum point of $\psi_{4,k_*}$. However, from (2.17),

$$\psi_{4,k_*}(x_2) = -g_1 \phi_{4,k_*}(x_2) > 0,$$

and we reach another contradiction.

Next we consider that the case (ii) occurs but not (i); hence $\psi_{4,k_*}(x) < 0$ in $(0,R)$. Let $x_3 < x_4$ be the first two zeros of $\phi_{4,k_*}$. By using the equations of $\phi_{4,k}$ and $u_1'$, if $a, b$ are two consecutive zeros of $\phi_{4,k}$, then

$$[\phi_{4,k}' u_1' - \phi_{4,k} u_1''] |^b_a = - \int_a^b f_2(\psi_{4,k} u_1' - \phi_{4,k} u_2') dx. \tag{2.20}$$

Since $\phi_{4,k_*}(0) = 1 > 0$, then $\phi_{4,k_*}(x) < 0$ in $(x_3, x_4)$, and $x_4$ is necessarily a local maximum point. However, from (2.17),

$$\phi_{4,k_*}''(x_4) = -f_2 \psi_{4,k_*}(x_2) > 0,$$

a contradiction.

Finally we consider that the cases (i) and (ii) occur simultaneously; that is, $\phi_{4,k_*}$ has the first two zeros $x_5 < x_6$, and $\psi_{4,k_*}$ has a first zero at $x_2$. Again we have $\phi_{4,k_*}(x) < 0$ in $(x_5, x_6)$. Apparently $x_2 > x_5$ from the proof above. If $x_5 < x_2 < x_6$, then the argument for case (i) still works, and we can use (2.19) to get a contradiction; if $x_2 > x_6$, then the argument for case (ii) still works, and we can use (2.20) to get a contradiction. Finally if $x_2 = x_6$, we will have $\phi_{4,k_*}(x_2) = \phi_{4,k_*}'(x_2) = 0$ and $\psi_{4,k_*}(x_2) = \psi_{4,k_*}'(x_2) = 0$, but that would imply $\phi_{4,k_*} \equiv \psi_{4,k_*} \equiv 0$ for $x \in (0,R)$ from the uniqueness of second order linear ODE.

Since we reach contradictions in both cases (i) and (ii), then we cannot have $k_* > 0$. Therefore $k_* = 0$ and the proof is completed.

For the weakly sublinear case, Lemmas 2.1 and 2.2 imply the following result which will be used later.

**Corollary 2.3.** Let $(u_1, u_2)$ be a solution of (2.2) such that $u_1'(R) < 0$ and $u_2'(R) < 0$, and let $(\phi_i, \psi_i)$ $(i = 1, 2, 3)$ be the solution of (2.6), (2.7), and (2.8), respectively. Assume that $(f, g)$ is cooperative as defined in (f2) and is weakly sublinear; then both $\phi_1$ and $\psi_2$ are positive on $[0,R]$.

2.2. **Stability.** Let $(u_1, u_2)$ be a solution of (1.3). The stability of $(u_1, u_2)$ is determined by the eigenvalue problem

$$\begin{cases}
\xi'' + f_1 \xi + f_2 \eta = -\mu \xi, & x \in I, \\
\eta'' + g_1 \xi + g_2 \eta = -\mu \eta, & x \in I, \\
\xi(x) = 0, & \eta(x) = 0, & x \in \partial I.
\end{cases} \tag{2.21}$$
Here \( I = (-R, R) \). Notice that (2.21) can be written as
\[
(2.22) \quad L u = H u + \mu u,
\]
where
\[
(2.23) \quad u = \begin{pmatrix} \xi \\ \eta \end{pmatrix}, \quad L u = \begin{pmatrix} -\xi'' - f_1 \xi \\ -\eta'' - g_2 \eta \end{pmatrix}, \quad \text{and} \quad H = \begin{pmatrix} 0 & f_2 \\ g_1 & 0 \end{pmatrix}.
\]
Again we assume that \((f, g)\) is cooperative. Then the system of (2.22) and (2.23) is a linear elliptic system of cooperative type, and the maximum principles hold for such systems. Here we recall some known results.

**Lemma 2.4.** Suppose that \( L, H \) are given in (2.23), \( u \in X \equiv [W^{2,2}(I) \cap W^{1,2}_0(I)]^2 \), and \((f, g)\) is cooperative as defined in (f2). Then:
1. \( \mu_1 = \inf \{ \mu \in \Re(\text{spt}(L - H)) \} \) is a real-value eigenvalue of \( L - H \), where \( \text{spt}(L - H) \) is the spectrum of \( L - H \).
2. For \( \mu = \mu_1 \), there exists a unique (up to a constant multiple) eigenfunction \( u_1 \in Y \equiv [L^2(I)]^2 \), and \( u_1 > 0 \) in \( I \).
3. For \( \mu < \mu_1 \), the equation \( L u = H u + \mu u + f \) is uniquely solvable for any \( f \in Y \), and \( u > 0 \) as long as \( f \geq 0 \).
4. (Maximum principle) For \( \mu \leq \mu_1 \), suppose that \( u \in [W^{2,2}(I)]^2 \) satisfies \( L u \geq H u + \mu u \) in \( I \) and \( u \geq 0 \) on \( \partial I \); then \( u \geq 0 \) in \( I \).
5. If there exists \( u \in [W^{2,2}(I)]^2 \) satisfying \( L u \geq H u \) and \( u \geq 0 \) in \( I \), and either \( u \equiv 0 \) on \( \partial I \) or \( L u \not\equiv H u \) in \( I \), then \( \mu_1 > 0 \).
6. The principal eigenvalue can be characterized by
\[
(2.24) \quad \mu_1 = \sup \{ \mu : \exists w \in [W^{2,1}_{loc}(I)]^2 \text{ such that } (L - H)w \geq \mu w, \text{ and } w > 0 \}.
\]

For the result and proofs of parts (1)–(5) in Lemma 2.4 see Sweers [61, Proposition 3.1 and Theorems 1.1. For part (6), see Birindelli et al. [7, Theorem 1 (which extends the result in Berestycki et al. [6] for scalar equations). Moreover, from a standard compactness argument, the linear operator \( L - H \) has countably many eigenvalues \( \mu_i \) \((i = 1, 2, \ldots)\), and the eigenvalues can be ordered so that \( \Re(\mu_i - \mu_1) \to \infty \) as \( i \to \infty \). A solution \((u_1, u_2)\) of (1.3) is called stable if \( \mu_1 > 0 \), neutrally stable if \( \mu_1 = 0 \), and it is unstable if \( \mu_1 < 0 \). The Morse index \( M(u_1, u_2) \) of \((u_1, u_2)\) is the number of eigenvalues with negative real parts counting multiplicity. Also, \((u_1, u_2)\) is nondegenerate if \( \mu_i \neq 0 \) for all \( i = 1, 2, \ldots \).

One useful fact is that, from part (6) of Lemma 2.4, if \((f, g)\) is cooperative as defined in (f2), then (2.21) implies that for the same \((f_1, f_2, g_1, g_2)\) defined for \( I = (-R_1, R_1) \),
\[
(2.25) \quad \mu_1(R_1) \leq \mu_1(R_2) \quad \text{if} \quad R_1 > R_2 > 0,
\]
where \( \mu_1(R_j) \) is the corresponding principal eigenvalue of (2.21) with \( I = (-R, R) \) and \( R = R_j \) \((j = 1, 2)\).

For a given solution \((u_1, u_2)\) of (1.3), we can also define another eigenvalue problem:
\[
(2.26) \quad \begin{cases}
\xi'' + f_1 \xi + f_2 \eta = -\mu \xi, & x \in (0, R), \\
\eta'' + g_1 \xi + g_2 \eta = -\mu \eta, & x \in (0, R), \\
\xi(0) = \xi(R) = 0, \quad \eta(0) = \eta(R) = 0.
\end{cases}
\]
If \((\mu, \xi, \eta)\) is an eigen-triple of (2.26), then it also satisfies (2.21) via an even extension from \([0, R]\) to \([-R, R]\). This also implies that if (2.26) has a positive eigenvector \((\xi_1, \eta_1)\) for an eigenvalue \(\mu_1\), then extended \((\mu_1, \xi_1, \eta_1)\) is also the principal eigen-triple for (2.21). On the other hand, if \((\mu_1, \xi_1, \eta_1)\) is the principal eigen-triple for (2.21) such that \(\xi_1, \eta_1 > 0\), then \((\xi_1(-x), \eta_1(-x))\) is also a positive eigenvector. From the simplicity of the eigenvector in Lemma 2.4, it is necessary that \((\xi_1(x), \eta_1(x))\) for \(x \in I\). This implies that \((\xi_1, \eta_1)\) is symmetric with respect to 0, thus \((\mu_1, \xi_1, \eta_1)\) satisfies (2.26). Therefore the principal eigenvalues of (2.21) and (2.26) are equivalent. In particular, a solution \((u_1, u_2)\) of (2.2) is stable if the principal eigenvalue \(\mu_1\) of (2.26) is positive.

The stability of a positive crossing solution is known if \((f, g)\) is sublinear or superlinear. The following lemma is from Theorem 2.3 and Theorem 2.4 of [25].

**Lemma 2.5.** Let \((u_1, u_2)\) be a solution of (2.2) such that \(u'_1(R) < 0\) and \(u'_2(R) < 0\). Assume that \((f, g)\) is cooperative as defined in (f2).

1. If \((f, g)\) is sublinear, then the principal eigenvalue \(\mu_1\) of (2.26) is positive, i.e., \((u_1, u_2)\) is stable.
2. If \((f, g)\) is superlinear, then the principal eigenvalue \(\mu_1\) of (2.26) is negative, i.e., \((u_1, u_2)\) is unstable.

Next we observe a connection between the principal eigenvalue of (2.26) (or equivalently (2.21)) and two scalar eigenvalue problems. Consider the eigenvalue problems

\[
\begin{aligned}
\xi''' + f_1 \xi_3 &= -\kappa \xi_3, \\
\xi_3(0) &= 0, \quad \xi_3(R) = 0
\end{aligned}
\]

(2.27)

and

\[
\begin{aligned}
\eta''' + g_2 \eta_3 &= -\nu \eta_3, \\
\eta_3(0) &= 0, \quad \eta_3(R) = 0
\end{aligned}
\]

(2.28)

Then we have the following relation.

**Proposition 2.6.** Let \((u_1, u_2)\) be a solution of (2.2) such that \(u'_1(R) < 0\) and \(u'_2(R) < 0\), and assume that \((f, g)\) is cooperative as defined in (f2). Let \(\mu_1\) be the principal eigenvalue of (2.26), let \(\kappa_1\) and \(\nu_1\) be the principal eigenvalues of (2.27) and (2.28), respectively, and let \((\phi_3, \psi_3)\) be the solution of (2.8). Then

\[
\mu_1 < \min\{\kappa_1, \nu_1\}.
\]

(2.29)

In particular, if one of \(\phi_3\) and \(\psi_3\) changes sign in \((0, R)\), then \((u_1, u_2)\) is unstable.

Proof. Let \(L_1(\phi) = -\phi'' - f_1 \phi - \mu_1 \phi\) for \(\phi \in H_0^1(I)\). Then \(L_1(\xi_1) = f_2 \eta_1 \geq (\neq)0\) for \(x \in I\), and \(\xi_1 = 0\) for \(x = \pm R\). Hence from the maximum principle (part (5) of Lemma 2.4 for \(L_1\)), the principal eigenvalue \(\mu_1(L_1) = \kappa_1 - \mu_1 > 0\). The same proof can be applied to \(L_2(\phi) = -\phi'' - g_2 \phi - \mu_1 \phi\) for \(\phi \in H_0^1(I)\) to prove \(\mu_1 < \nu_1\). It is well known that \(\kappa_1\) (or \(\nu_1\)) is positive if and only if \(\phi_3\) (or \(\psi_3\)) is positive in \([0, R]\) from the Sturm comparison lemma. Thus if one of \(\phi_3\) and \(\psi_3\) changes sign in \((0, R)\), then \(\mu_1 < \min\{\kappa_1, \nu_1\} < 0\). □
Remark 2.7.

(1) Some stability results similar to Lemma 2.5 for a positive solution $u(x)$ of the scalar elliptic equation

$$
\Delta u + h(u) = 0, \quad x \in \Omega, \quad u(x) = 0, \quad x \in \partial \Omega
$$

were proved in [54] for the general bounded spatial domain $\Omega \subseteq \mathbb{R}^n$. If $h(u)$ is sublinear, that is, $h'(u)u - h(u) \leq 0$ for $u \geq 0$, then $u$ is stable; and if $h(u)$ is superlinear, that is, $h'(u)u - h(u) \geq 0$ for $u \geq 0$, then $u$ is unstable.

(2) If $(f,g)$ is weakly sublinear and $(u_1, u_2)$ is a positive solution of (1.3), then both $\phi_3$ and $\psi_3$ are positive on $[0, R]$. But $(u_1, u_2)$ may not be stable with respect to (1.3). For example, consider the boundary value problem

$$
\begin{cases}
u''(x) + u_1 - u_1^3 + u_1 u_2^2 = 0, & x \in (-\pi/2, \pi/2), \\
u^2_2 + u_2 - u_2^3 + u_1^3 = 0, & x \in (-\pi/2, \pi/2), \\
u_1(x) > 0, & u_2(x) > 0, \quad x \in (-\pi/2, \pi/2), \\
u_1(\pm \pi/2) = u_2(\pm \pi/2) = 0.
\end{cases}
$$

It is easy to verify that $(u_1(x), u_2(x)) = (\cos(x), \cos(x))$ is a positive solution to (2.31). This solution is neutrally stable as $\nu_1 = 0$ and $(\xi_1, \eta_1) = (\cos(x), \cos(x))$. Since $f_1 u_1 - f = -2u_1^3 < 0$ and $g_2 u_2 - g = -2u_2^3 < 0$, then $(f, g)$ is weakly sublinear. But $(f, g)$ is not sublinear since $f_1 u_1 + f_2 u_2 - f = 2u_1(u_2^3 - u_1^3)$ and $g_1 u_1 + g_2 u_2 - g = 2u_2(u_1^3 - u_2^3).

2.3. Nondegeneracy. With the oscillatory properties of $(\phi_i, \psi_i)$ ($i = 1, 2$) proved in Lemma 222 and Corollary 2.3 we consider the solution $(A_c, B_c)$ of the following initial value problem:

$$
\begin{cases}A'' + f_1 A + f_2 B = 0, & 0 < x < R, \\
B'' + g_1 A + g_2 B = 0, & 0 < x < R, \\
A_c(0) = 1, & A_c'(0) = 0, \\
B_c(0) = c > 0, & B_c'(0) = 0,
\end{cases}
$$

for $c \geq 0$. Clearly $(A_c, B_c) = (\phi_1, \psi_1) + c(\phi_2, \psi_2)$. If $(u_1(x; \alpha, \beta), u_2(x; \alpha, \beta))$ is a crossing solution of (2.2), then the behavior of the solution $(A_c, B_c)$ roughly shows the nodal behavior of $(u_1(x; \alpha + \varepsilon, \beta + c\varepsilon) - u_1(x; \alpha, \beta), u_2(x; \alpha + \varepsilon, \beta + c\varepsilon) - u_2(x; \alpha, \beta))$. Thus $(A_c, B_c)$ can be viewed as the directional derivative of $(u_1, u_2)$ along the direction $(1, c)$.

We first show a general result on the connection between the stability of a solution and the variational equation (2.32).

Proposition 2.8. Let $(u_1, u_2)$ be a solution of (2.2) such that $u_1'(R) < 0$ and $u_2'(R) < 0$, and let $(A_c, B_c)$ be defined as in (2.32). Assume that $(f, g)$ is cooperative as defined in (f2).

1. $(u_1, u_2)$ is stable if and only if for some $c > 0, A_c(x) > 0$ and $B_c(x) > 0$ in $(0, R]$.
2. $(u_1, u_2)$ is neutrally stable if and only if for some $c > 0, A_c(x) > 0$ and $B_c(x) > 0$ in $(0, R]$ and $A_c(R) = B_c(R) = 0$.
3. $(u_1, u_2)$ is unstable if and only if for all $c \geq 0$, at least one of $A_c(x)$ or $B_c(x)$ is not positive in $(0, R]$.\[\]
Proof. For part (1), if for some $c > 0$, $A_c(x) > 0$ and $B_c(x) > 0$ in $(0, R]$, then we extend $(A_c, B_c)$ to $[−R, R]$. Then $μ_1 > 0$ follows from part (5) of Lemma 2.4. On the other hand, if $(u_1, u_2)$ is stable, then (2.23) has a positive principal eigenvalue $μ_1(R) > 0$ with a positive eigenvector $(ξ_1, η_1)$. From the uniqueness of principal eigenvector (Lemma 2.4 (2)) and the fact that $(u_1, u_2)$ is symmetric with respect to $x = 0$, then $(ξ_1, η_1)$ is also symmetric with respect to $x = 0$; hence $(μ_1, ξ_1, η_1)$ necessarily satisfies (2.24). Recall that we have extended the definition of $(f, g)$ to $\mathbb{R}^2$ so it is $C^1$; thus we can also extend $f_i(u_1(x), u_2(x))$, $g_i(u_1(x), u_2(x))$, $i = 1, 2$, to $x \in \mathbb{R}^2$. Consider the eigenvalue problem

$$
\begin{align*}
\xi'' + f_1ξ + f_2η &= -μξ, & x \in I_r, \\
η'' + g_1ξ + g_2η &= -μη, & x \in I_r, \\
ξ(x) &= 0, & η(x) = 0, & x \in ∂I_r,
\end{align*}
$$

(2.33)

where $I_r = (−r, r)$ for $r > 0$. It is well known that the principal eigenvalue $μ_1(r)$ is continuous with respect to $r$. Moreover, if $(f, g)$ is cooperative, then $μ_1(r)$ is nonincreasing with respect to $r$ by (2.25). We claim that there exists some $c > 0$ such that $A_c(x) > 0$ and $B_c(x) > 0$ in $(0, R]$. On the contrary, suppose for any $c > 0$, $A_c(x)$ or $B_c(x)$ changes sign at least once in $(0, R]$. Then the graphs of $c_1(x)$ and $c_2(x)$ must intersect in $(0, R]$. Let $x_*$ be the smallest $x > 0$ such that $c_1(x) = c_2(x) = c > 0$. We obtain that the principal eigenvalue of (2.33) is zero, i.e., $μ_1(x_*) = 0$. It implies that $μ_1(R) ≤ 0$ since $x_* ≤ R$. This contradicts $μ_1(R) > 0$.

Part (2) follows easily from part (2) of Lemma 2.3 and the definition of neutral stability. Part (3) also follows easily from parts (1) and (2) as $(u_1, u_2)$ is unstable if it is neither stable nor neutrally stable.

Proposition 2.8 shows that the oscillatory property of functions $A_c$ and $B_c$ is closely related to the stability of a positive solution $(u_1, u_2)$ of (2.2). The sign-changing of the functions $A_c$ and $B_c$ can be tracked by the functions

$$(2.34)$$

$c_1(x) = −\frac{φ_1(x)}{φ_2(x)}, 0 < x ≤ R, \quad c_2(x) = −\frac{ψ_1(x)}{ψ_2(x)}, 0 < x ≤ R, \quad ψ_2(x) ≠ 0.$

From Lemma 2.1 $c_1(x)$ is well defined for all $x \in (0, R]$; $c_2(x)$ is well defined for all $x \in (0, R]$ if $ψ_2(x) > 0$ for $x \in (0, R]$, and $c_2(x)$ has a vertical asymptote at some $x_* \in (0, R]$ if $ψ_2(x_*) = 0$ for some $x_* \in (0, R]$. For a given $c > 0$, the roots of $c_1(x) = c$ and $c_2(x) = c$ give the zeros of the functions $A_c(x)$ and $B_c(x)$.

First we show that the stability/instability result for the sublinear/superlinear cases shown in Lemma 2.5 can be rephrased using $c_1(x)$ and $c_2(x)$ as follows.

Lemma 2.9. Let $(u_1, u_2)$ be a solution of (2.2) such that $u'_1(R) < 0$ and $u'_2(R) < 0$, and let $c_i(x)$ ($i = 1, 2$) be defined as in (2.34). Assume that $(f, g)$ is cooperative as defined in (f2).

1. If $(f, g)$ is sublinear, then $c_1(x)$ is strictly decreasing and $c_2(x)$ is strictly increasing for $x \in (0, R)$, and $c_1(R) > c_2(R)$, i.e., the graphs of $c_1(x)$ and $c_2(x)$ do not intersect in $(0, R]$. 

2. If $(f, g)$ is superlinear, then there exists $x^* \in (0, R]$ such that the graphs of $c_1(x)$ and $c_2(x)$ intersect at $x = x^*$, and $c_1(x)$ is strictly decreasing and $c_2(x)$ is strictly increasing for $x \in (0, x^*)$. 
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Lemma 2.9, the graphs of $f_2(x)$ is superlinear and weakly sublinear. From part (2) of Lemma 2.5, we have

$$c_1(x) - c_2(x) > 0 \text{ for } x \in (0, x_*) \land c_1(x) < 0, c_2(x) > 0, \text{ and } c_1(x) > c^* > c_2(x) \text{ for } x \in (0, x_*) \land A_{c^*}(x) > 0 \land B_{c^*}(x) > 0 \text{ for } x \in [0, x_*) \land A_{c^*}(x) = B_{c^*}(x) = 0.$$

Consider an eigenvalue problem

$$\begin{align*}
&\xi'' + f_1 \xi + f_2 \eta = -\mu \xi, \\
&\eta'' + g_1 \xi + g_2 \eta = -\mu \eta.
\end{align*}$$

From the above discussion and Lemma 2.4, we know that the principal eigenvalue of (2.20) is zero, i.e., $\mu_1(x_*) = 0$ and $(A_{c^*}(x), B_{c^*}(x))$ with $x \in (0, x_*)$ is the corresponding positive eigenfunction. On the other hand, by (2.25), we have $\mu_1(R) \leq \mu_1(x_*) = 0$ since $x_* \leq R$. But since $(f, g)$ is sublinear, then $\mu_1(R) > 0$ from part (1) of Lemma 2.5. That is a contradiction. Hence if $(f, g)$ is sublinear, then $c_1(x) > c_2(x)$ for all $x \in [0, R]$. It implies that for any $c \in (c_2(R), c_1(R))$, $A_c(x) > 0$ and $B_c(x) > 0$ in $(0, R)$.

(2) Next we assume that $(f, g)$ is superlinear. We prove that $c_1(x)$ and $c_2(x)$ must intersect at some $x^* \in (0, R)$. Suppose not; then $c_1(x) > c_2(x)$ for $x \in (0, R)$ and $c_1(R) \geq c_2(R)$. Let $c = c_1(R)$; then $A_c(x) > 0$ and $B_c(x) > 0$ in $(0, R)$. If $c_1(R) > c_2(R)$, then $B_c(R) > 0$, so $\mu_1(R) > 0$ from part (5) of Lemma 2.4. If $c_1(R) = c_2(R)$, then $\mu_1(R) = 0$. Therefore we get $\mu_1(R) \geq 0$, which contradicts part (2) of Lemma 2.5.

To prove the nondegeneracy of positive solutions for the superlinear problem, we would need the information of $c_1(x)$ and $c_2(x)$ beyond the intersection point shown in Lemma 2.9. While in general it is difficult to classify such behavior, in the following key lemma, we prove that the graphs of $c_1(x)$ and $c_2(x)$ cannot intersect again if additional structure is imposed on the vector field $(f, g)$: (i) it is weakly sublinear; and (ii) it is variational (gradient or Hamiltonian).

**Lemma 2.10.** Let $(u_1, u_2)$ be a solution of (2.2) such that $u'_1(R) < 0$ and $u'_2(R) < 0$, and let $c_i(x)$ $(i = 1, 2)$ be defined as in (2.31). Assume that $(f, g)$ is cooperative as defined in (12). If $(f, g)$ is superlinear and weakly sublinear, and (2.2) is a Hamiltonian system or a gradient system, then the graphs of $c_1(x)$ and $c_2(x)$ intersect only at $x = x^*$ in $(0, R)$, each of $c_1(x)$ and $c_2(x)$ has at most one critical point in $(0, R)$, and $c_2(x) > c_1(x)$ for $x \in (x^*, R)$.

**Proof.** We assume that $(f, g)$ is superlinear and weakly sublinear. From part (2) of Lemma 2.9, the graphs of $c_1(x)$ and $c_2(x)$ intersect at some $x^* \in (0, R)$. We prove
that the graphs of \( c_1(x) \) and \( c_2(x) \) do not intersect in \((x^*, R)\). Since \((f, g)\) is weakly sublinear, then \( \phi_1(x) > 0 \) and \( \psi_2(x) > 0 \) for all \( x \in [0, R] \) by Corollary 2.3. From (2.35), \( c_1'(x) < 0 \) and \( c_2'(x) > 0 \) for \( x \in (0, x^*) \), and thus there exists a small \( \epsilon > 0 \) such that \( c_1(x) < c_2(x) \) for \( x \in (x^*, x^* + \epsilon) \). Suppose that the graphs of \( c_1(x) \) and \( c_2(x) \) have another intersection point. Let \( x^{**} \) be the smallest \( x \in (x^*, R] \) such that \( c_1(x) = c_2(x) = c^{**} > 0 \). Then \( c_1(x) < c_2(x) \) for \( x \in (x^*, x^{**}) \).

First we suppose (2.2) is a Hamiltonian system. Then

Type I:

(2.37)

\[
c_1''(x) = \frac{f_2 \phi_2 \psi_2 (c_1 - c_2) \phi_2^2 - 2 \phi_2 \phi_2' \int_0^x f_2 \phi_2 \psi_2 (c_1 - c_2) ds}{\phi_2^3},
\]

(2.38)

\[
c_2''(x) = \frac{g_1 \phi_2 \psi_2 (c_2 - c_1) \psi_2^2 - 2 \psi_2 \psi_2' \int_0^x g_1 \phi_2 \psi_2 (c_2 - c_1) ds}{\psi_2^3}.
\]

If there exists \( x_1 \in (x^*, x^{**}) \) such that \( c_1'(x_1) = 0 \), then

\[
c_1''(x_1) = \frac{f_2 \phi_2 \psi_2 (c_1 - c_2)}{\phi_2^2} \bigg|_{x=x_1} > 0,
\]

since \( c_1(x_1) < c_2(x_1) \) and \( f_2(x) > 0 \), \( \phi_2(x) < 0 \), and \( \psi_2(x) > 0 \) for \( x \in (0, R] \). Similarly, if there exists \( x_2 \in (x^*, x^{**}) \) such that \( c_2'(x_2) = 0 \), then

\[
c_2''(x_2) = \frac{g_1 \phi_2 \psi_2 (c_2 - c_1)}{\psi_2^2} \bigg|_{x=x_2} < 0.
\]

This combining with \( c_1'(x) < 0 \) and \( c_2'(x) > 0 \) in \((0, x^*)\) implies that \( c_1(x) \) has at most one critical point which is a local minimum and that \( c_2(x) \) has at most one critical point which is a local maximum. In particular, the horizontal line \( c = c^{**} \) intersects each of \( c = c_1(x) \) and \( c = c_2(x) \) at most once for \( x \in [0, x^{**}] \) or, equivalently, each of \( A_{c^{**}}(x) \) and \( B_{c^{**}}(x) \) changes sign in \((0, x^{**})\) at most once. Then there are the following three possible cases:

(i) Both of \( A_{c^{**}}(x) \) and \( B_{c^{**}}(x) \) change sign in \((0, x^{**})\) exactly once.

(ii) \( A_{c^{**}}(x) \) changes sign in \((0, x^{**})\) exactly once, and \( B_{c^{**}}(x) \) does not change sign in \((0, x^{**})\).

(iii) \( B_{c^{**}}(x) \) changes sign in \((0, x^{**})\) exactly once, and \( A_{c^{**}}(x) \) does not change sign in \((0, x^{**})\).

In the following, we discuss these three cases when one of two types of additional variational structure (Hamiltonian or gradient) is imposed on system (2.2).

Type I: First we suppose (2.2) is a Hamiltonian system. Then

(2.39)

\[
f_1(u_1, u_2) \equiv g_2(u_1, u_2), \text{ for } (u_1, u_2) \in \mathbb{R}_+^2.
\]

If case (i) occurs, then

(2.40)

\[
A''_{c^{**}} u_2 - (u_2')'' A_{c^{**}} + f_2 B_{c^{**}} u_2 - g_1 u_1' A_{c^{**}} = 0,
\]

since (2.38) holds. Similarly we have

(2.41)

\[
B''_{c^{**}} u_1' - (u_1')'' B_{c^{**}} + g_1 u_1' A_{c^{**}} - f_2 u_2' B_{c^{**}} = 0.
\]

Adding (2.40) and (2.41), we get

(2.42)

\[
A''_{c^{**}} u_2 - (u_2')'' A_{c^{**}} + B''_{c^{**}} u_1' - (u_1')'' B_{c^{**}} = 0.
\]
Define a function

\[ P(x) = A_{c^*}(x)u_2'(x) - u_2''(x)A_c\cdots(x) + B_{c^*}'(x)u_1'(x) - u_1''(x)B_{c^*}'(x), \ x \in [0, R]. \]

Then (2.42) implies that \( P'(x) \equiv 0 \) for \( x \in (0, R) \). Hence, for \( x \in [0, R], \)

(2.43) \( P(x) \equiv P(0) = -u_2''(0)A_{c^*}(0) - u_1''(0)B_{c^*}'(0) = g(\alpha, \beta) + f(\alpha, \beta)c^* > 0. \)

However, from (2.39) we have

(2.44) \( P(x^*) = A_{c^*}'(x^*)u_2'(x^*) + B_{c^*}'(x^*)u_1'(x^*) \leq 0, \)

which is a contradiction with (2.43).

If case (ii) occurs, suppose the unique zero of \( A_{c^*} \) in \( (0, x^*) \) is \( x_1 \). Then

(2.45) \( A_{c^*}(x_1) = A_{c^*}'(x^*) = B_{c^*}'(x^*) = 0, \)

and

(2.46) \( A_{c^*}'(x_1) \leq 0, \)

Then multiplying the equation of \( A_{c^*} \) by \( u_1' \), multiplying the equation of \( u_1' \) in (2.9) by \( A_{c^*} \), and subtracting and integrating on \( (x_1, x^*) \), we obtain

(2.47) \( A_{c^*}'(x^*)u_1'(x^*) - A_{c^*}'(x_1)u_1'(x_1) = \int_{x_1}^{x^*} f_2u_2'(A_{c^*} - B_{c^*})dx. \)

The left-hand side of (2.47) is nonpositive since \( u_1'(x) < 0 \) in \( (0, R) \) and (2.46) holds, while the right-hand side of (2.47) is positive since \( f_2 > 0, u_2' > 0 \) in \( (0, R) \) and (2.45) holds. That is a contradiction. If case (iii) occurs, we can derive a similar contradiction as in case (ii).

Summarizing the discussion above, we have proved that if \((f, g)\) is a Hamiltonian system, then \( c_1(x) < c_2(x) \) for all \( x \in (x^*, R] \), \( c_1(x) \) has at most one critical point which is a local minimum, and \( c_2(x) \) has at most one critical point which is a local maximum for \( x \in (0, R) \).

**Type II:** Secondly, we suppose (2.2) is a gradient system. Then

(2.48) \( f_2(u_1, u_2) \equiv g_1(u_1, u_2), \) for \( (u_1, u_2) \in \mathbb{R}^2_+ \).

If case (i) occurs, then again (2.39) holds. Using the equation of \( A_c \) with \( c = c^* \) and the equation of \( u_1' \), we obtain

(2.49) \( A_{c^*}'u_1' - (u_1')''A_{c^*} + f_2B_{c^*}u_1' - f_2u_2'A_{c^*} = 0, \)

since (2.48) holds. Similarly we have

(2.50) \( B_{c^*}'u_2' - (u_2')''B_{c^*} + g_1u_2'A_{c^*} - g_1u_1'B_{c^*} = 0. \)

Adding (2.49) and (2.50), we get that

(2.51) \( A_{c^*}'u_1' - (u_1')''A_{c^*} + B_{c^*}'u_2' - (u_2')''B_{c^*} = 0. \)

Define a function

\[ Q(x) = A_{c^*}'(x)u_1'(x) - u_1'(x)A_{c^*}(x) + B_{c^*}'(x)u_2'(x) - u_2''(x)B_{c^*}(x), \ x \in [0, R]. \]

Then we have \( Q'(x) \equiv 0 \) for \( x \in (0, R) \) from (2.39), which implies that for any \( x \in [0, R], \)

(2.52) \( Q(x) \equiv Q(0) = -u_1''(0)A_{c^*}(0) - u_2''(0)B_{c^*}(0) = f(\alpha, \beta) + g(\alpha, \beta)c^* > 0. \)

On the other hand, from (2.39) we have

(2.53) \( Q(x_*) = A_{c^*}'(x_*)u_1'(x_*) + B_{c^*}'(x_*)u_2'(x_*) \leq 0, \)
a contradiction. The proofs for cases (ii) and (iii) are the same as the ones in the proof of the Hamiltonian case. This completes the proof for the gradient system case.

In the above proof, we show that the superlinearity of the vector field \((f,g)\) ensures that \(c_1(x)\) and \(c_2(x)\) intersect at least once for \(x \in (0, R]\), while the weak sublinearity and variational structure (gradient or Hamiltonian) of \((f,g)\) ensure that \(c_1(x)\) and \(c_2(x)\) intersect only once for \(x \in (0, R]\). Both of these two aspects guarantee the nondegeneracy of a positive solution to problem \((2.2)\). In Section 3 we will give two examples of vector fields with variational structure (gradient or Hamiltonian) and which simultaneously satisfy the superlinear and weakly sublinear conditions.

Define
\[
(2.54) \\
c_1 = c_1(R) = \begin{cases} \\
-\frac{\phi_1(R)}{\phi_2(R)} & \text{if } \phi_1(R) > 0, \\
0 & \text{if } \phi_1(R) \leq 0; \\
\end{cases} \\
c_2 = c_2(R) = \begin{cases} \\
-\frac{\psi_1(R)}{\psi_2(R)} & \text{if } \psi_2(R) > 0, \\
\infty & \text{if } \psi_2(R) \leq 0. \\
\end{cases}
\]

The properties of \(c_1(x)\) and \(c_2(x)\) in Lemma 2.9 imply the following corollary, which is the key for obtaining the uniqueness of positive solutions in the next section.

**Corollary 2.11.** Let \((u_1, u_2)\) be a solution of \((2.2)\) such that \(u'_1(R) < 0\) and \(u'_2(R) < 0\). Assume that \((2.3)\) is a Hamiltonian system or is a gradient system and that \((f,g)\) is cooperative as defined in \((f2)\). Then

1. If \((f,g)\) is sublinear, then \(c_1 > c_2\), and for any \(c_2 < c < c_1\), each of \(A_c(x)\) and \(B_c(x)\) is positive in \((0, R]\).
2. If \((f,g)\) is superlinear and weakly sublinear, then \(c_1 < c_2\), and for any \(c_1 < c < c_2\), each of \(A_c(x)\) and \(B_c(x)\) changes sign exactly once in \((0, R]\) and \(A_c(R) < 0, B_c(R) < 0\). Moreover, for any \(c \geq c_2\) or \(c \leq c_1\), \(A_c(R)B_c(R) \leq 0\).

**Proof.**

1. If \((f,g)\) is sublinear, then \(c_1 = c_1(R) > c_2(R) = c_2\) from part (1) of Lemma 2.9. Clearly for \(c \in (c_2, c_1]\), each of \(A_c\) and \(B_c\) is positive from definition.

2. If \((f,g)\) is superlinear and weakly sublinear, then \(c_1 = c_1(R) < c_2(R) = c_2\) from part (2) of Lemma 2.9. Let \(c_m = \min_{x \in (0, R]} c_1(x)\) and \(c_M = \max_{x \in (0, R]} c_2(x)\). Then from part (2) of Lemma 2.9 we have \(c_m \leq c_1 < c_2 \leq c_M\). If \(c \in (c_2, c_1]\), then each of \(c_1(x)\) and \(c_2(x)\) equals \(c\) exactly once for \(x \in (0, R]\), and hence each of \(A_c(x)\) and \(B_c(x)\) changes sign exactly once in \((0, R]\). If \(c \geq c_2\), then we always have that \(A_c\) changes sign exactly once and \(A_c(R) < 0\). For \(B_c\), there are several cases: (i) if \(c > c_M\), then \(B_c\) is positive; (ii) if \(c = c_M\), then \(B_c\) is positive except at one point; (iii) if \(c_2 < c < c_M\), then \(B_c\) changes sign exactly twice. In all three cases, we have \(B_c(R) > 0\). Thus \(A_c(R)B_c(R) < 0\) if \(c > c_2\). When \(c = c_2\), we have \(B_c(R) = 0\), and hence \(A_c(R)B_c(R) = 0\). Similarly we can also show that for any \(c \leq c_1\), \(A_c(R)B_c(R) \leq 0\).

For the sublinear case, the functions \(c_1(x)\) and \(c_2(x)\) defined in \((2.3)\) have been used in [13][14] for special Hamiltonian nonlinearity but for the radially symmetric solutions in higher dimension, and again one can show that the graphs of \(c_1(x)\) and \(c_2(x)\) do not intersect. Here we prove such a result holds for any sublinear system.
in Lemma 2.9. The results in Lemma 2.10 and Corollary 2.11 appear to be the first ones to consider \( c_1(x) \) and \( c_2(x) \) intersecting, and we obtain the nondegeneracy results under three conditions on the vector field: (i) superlinear; (ii) weakly sublinear; and (iii) Hamiltonian or gradient. Applications of these results will be given in Section 3.

3. **Uniqueness for weakly sublinear and superlinear systems**

3.1. **A Hamiltonian Schrödinger system.** In this subsection we consider (1.2) and (1.3) with the following Hamiltonian functional:

\[
H(u_1, u_2) = -u_1 u_2 + H_1(u_1) + H_2(u_2),
\]

where for \( i = 1, 2 \), \( H_i : \mathbb{R}_+ \to \mathbb{R}_+ \) is \( C^2 \) function satisfying \( H_i(0) = 0 \). Let \( h_i(u_i) = H_i'(u_i) \). Then the corresponding elliptic system on a bounded interval is

\[
\begin{cases}
  u_1'' - u_1 + h_2(u_2) = 0, & x \in (0, R), \\
  u_2'' - u_2 + h_1(u_1) = 0, & x \in (0, R), \\
  u_1(x) > 0, u_2(x) > 0, & x \in (0, R), \\
  u_1'(0) = u_2'(0) = 0, u_1(R) = u_2(R) = 0,
\end{cases}
\]

and the ground state solutions satisfy

\[
\begin{cases}
  u_1'' - u_1 + h_2(u_2) = 0, & x \in (0, \infty), \\
  u_2'' - u_2 + h_1(u_1) = 0, & x \in (0, \infty), \\
  u_1(x) > 0, u_2(x) > 0, u_1'(x) < 0, u_2'(x) < 0, & x \in (0, \infty), \\
  u_1'(0) = u_2'(0) = 0.
\end{cases}
\]

In this subsection we assume that for \( i = 1, 2 \),

\[
h_i(0) = 0, \quad h_i'(u_i) > 0, \quad \text{and} \quad h_i'(u_i)u_i - h_i(u_i) > 0 \quad \text{for} \quad u_i > 0
\]

and

\[
h_i'(0) = 0, \quad \lim_{u_i \to \infty} h_i'(u_i) = \infty.
\]

Notice that (3.4) implies \((f, g)\) is superlinear but not strongly superlinear. Also \((f, g)\) is weakly sublinear.

We consider the initial value problem

\[
\begin{cases}
  u_1'' - u_1 + h_2(u_2) = 0, & x > 0, \\
  u_2'' - u_2 + h_1(u_1) = 0, & x > 0, \\
  u_1'(0) = u_2'(0) = 0, \\
  u_1(0) = \alpha > 0, u_2(0) = \beta > 0.
\end{cases}
\]

Define

\[
f(u_1, u_2) = -u_1 + h_2(u_2) \quad \text{and} \quad g(u_1, u_2) = -u_2 + h_1(u_1).
\]

According to the signs of \( f \) and \( g \), we define the following regions in \( \mathbb{R}_+^2 \):

\[
I = \{(u_1, u_2) \in \mathbb{R}_+^2 : f(u_1, u_2) > 0, g(u_1, u_2) > 0\},
\]

\[
II = \{(u_1, u_2) \in \mathbb{R}_+^2 : f(u_1, u_2) < 0, g(u_1, u_2) < 0\},
\]

\[
III = \{(u_1, u_2) \in \mathbb{R}_+^2 : f(u_1, u_2) < 0, g(u_1, u_2) > 0\},
\]

\[
IV = \{(u_1, u_2) \in \mathbb{R}_+^2 : f(u_1, u_2) > 0, g(u_1, u_2) < 0\}.
\]
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Since we assume that $h_i$ satisfies (3.4) and (3.5), then the curves $f(u_1, u_2) = 0$ and $g(u_1, u_2) = 0$ are monotone ones, and they have a unique intersection point $(u_1^*, u_2^*)$ (see Figure 1).

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure1.png}
\caption{Numerical bifurcation diagram for (3.20) for $q = 2$ and $p = 3$. Here the horizontal axis is $u_1(0) = \alpha \in [0, 5]$ and the vertical axis is $u_2(0) = \beta \in [0, 5]$. Regions II, III, and IV are colored in cyan, while region I is according to the behavior of solutions at $R(\alpha, \beta)$: $B$ (blue), $G$ (green), $R$ (red), and $V$ (yellow). The curves $f(u_1, u_2) = 0$ (bordering $G$), $g(u_1, u_2) = 0$ (bordering $V$), and $H(u_1, u_2) = 0$ are plotted in black.}
\end{figure}

For $(\alpha, \beta) \in II \cup III \cup IV$, $u_1^* > 0$ or $u_2^* > 0$ in $(0, \delta)$; hence it cannot be a solution of (3.2). For $(\alpha, \beta) \in I$, $u_1^* < 0$ and $u_2^* < 0$ in $(0, \delta)$. We recall $R = R(\alpha, \beta)$ to be the right endpoint of the maximal interval $(0, R(\alpha, \beta))$ so that $u_i(x) > 0$ and $u_i'(x) < 0$ in $(0, R(\alpha, \beta))$, $i = 1, 2$. We partition $I$ into the following classes:

\begin{align*}
\mathcal{B} &= \{ (\alpha, \beta) \in I : R < \infty, u_1(R) = 0, u_1'(R) < 0, u_2(R) > 0, u_2'(R) < 0 \}, \\
\mathcal{G} &= \{ (\alpha, \beta) \in I : R < \infty, u_1(R) > 0, u_1'(R) = 0, u_2(R) > 0, u_2'(R) < 0 \}, \\
\mathcal{R} &= \{ (\alpha, \beta) \in I : R < \infty, u_1(R) > 0, u_1'(R) < 0, u_2(R) = 0, u_2'(R) < 0 \}, \\
\mathcal{Y} &= \{ (\alpha, \beta) \in I : R < \infty, u_1(R) > 0, u_1'(R) < 0, u_2(R) > 0, u_2'(R) = 0 \}, \\
\mathcal{S} &= \{ (\alpha, \beta) \in I : R < \infty, u_1(R) = 0, u_1'(R) < 0, u_2(R) = 0, u_2'(R) < 0 \}, \\
\mathcal{Q} &= \{ (\alpha, \beta) \in I : R = \infty, \lim_{x \to \infty} u_1(x) = \lim_{x \to \infty} u_2(x) = 0 \}, \\
\mathcal{P} &= I \setminus (\mathcal{B} \cup \mathcal{G} \cup \mathcal{R} \cup \mathcal{S} \cup \mathcal{Q}).
\end{align*}

(3.9)

It is clear that if $(\alpha, \beta) \in \mathcal{S}$, then the corresponding solution $(u_1, u_2)$ is a solution of (3.2), while each element in $\mathcal{Q}$ defines a ground state solution in the whole space. The elements in $\mathcal{S}$ and $\mathcal{Q}$ can be characterized as follows.
Lemma 3.1. Consider equation (3.6), and let \( H(u_1, u_2) \) be defined as in (3.1).

1. If \((\alpha, \beta) \in \mathcal{S}\), then \( H(\alpha, \beta) > 0 \), \( u_1'(R) < 0 \), and \( u_2'(R) < 0 \).
2. If \((\alpha, \beta) \in \mathcal{Q}\), then \( H(\alpha, \beta) = 0 \), and \( u_1(x), u_2(x), u_1'(x), \) and \( u_2'(x) \to 0 \) as \( x \to \infty \).

Proof. For part (1), if \((\alpha, \beta) \in \mathcal{S}\), then \((u_1(x), u_2(x))\) satisfies

\[
\begin{align*}
& u_1'' - u_1 = -h_2(u_2) < 0, \quad u_2'' - u_2 = -h_1(u_1) < 0, \quad x \in (-R, R), \\
& u_1 = u_2 = 0, \quad |x| = R.
\end{align*}
\]

The maximum principle and the Hopf boundary lemma hold, hence \( u_1'(R) < 0 \) and \( u_2'(R) < 0 \). Recall \( H_0(x) \) defined in (3.12). Since \( H_0(x) \equiv H_0(0) = H(\alpha, \beta) \), then \( H(\alpha, \beta) = H_0(R) = u_1'(R) u_2'(R) > 0 \).

For part (2), assume that \((\alpha, \beta) \in \mathcal{Q}\). It is clear that \( u_1'(x), u_1''(x) \to 0 \), and \((u_1(x), u_2(x)) \to (a, b) \in \mathbb{R}_+^2 \) as \( x \to \infty \). Since \( u_1''(x) \to 0 \) as \( x \to \infty \), then \( f(a, b) = g(a, b) = 0 \). Thus \((a, b)\) is either \((0, 0)\) or \((u_1^*, u_2^*)\). We claim that the latter case is not possible. In fact, from \( H_0(x) \equiv H_0(0) = H(\alpha, \beta) \), and \( u_1'(x) \to 0 \) as \( x \to \infty \), we conclude that \( H(a, b) = H(\alpha, \beta) \). But \((u_1^*, u_2^*)\) is the global minimum of the energy functional \( H \), and for any \((\alpha, \beta) \in \mathbb{R}_+^2 \) and \((\alpha, \beta) \neq (u_1^*, u_2^*)\), \( H(\alpha, \beta) > H(u_1^*, u_2^*) \). Thus \((\alpha, \beta) = (u_1^*, u_2^*)\) if \((a, b) = (u_1^*, u_2^*)\). That is a contradiction. Hence \((a, b) = (0, 0)\). Also, \( 0 = \lim_{x \to \infty} H_0(x) \equiv H_0(0) \) implies that \( H(\alpha, \beta) = H_0(0) = 0 \). □

For the purpose of identifying the sets \( \mathcal{S} \) and \( \mathcal{Q} \), we will use a more coarse partition of \( \mathbb{R}_+^2 \) than the one given in (3.9). For \((\alpha, \beta) \in \mathbb{R}_+^2 \), define

\[
\hat{R} = \hat{R}(\alpha, \beta) = \sup \{ r > 0 : u_1(x) > 0, u_2(x) > 0, x \in (0, r) \}.
\]

Then \( R(\alpha, \beta) \leq \hat{R}(\alpha, \beta) \) for any \((\alpha, \beta) \in \mathbb{R}_+^2 \). Indeed it is easy to see that if \((\alpha, \beta) \in \mathcal{B} \cup \mathcal{R} \), then \( R(\alpha, \beta) = \hat{R}(\alpha, \beta) \), while if \((\alpha, \beta) \in \mathcal{G} \cup \mathcal{Y} \), then \( R(\alpha, \beta) < \hat{R}(\alpha, \beta) \) as the solution can be extended beyond \( R(\alpha, \beta) \) with \( u_i(x) > 0 \). For \( \hat{R} \), we define

\[
(3.12) \quad U = \{ (\alpha, \beta) \in \mathbb{R}_+^2 : \hat{R} < \infty, u_1 > 0, u_2 > 0, x \in (0, \hat{R}), u_1(\hat{R}) > 0, u_2(\hat{R}) = 0 \},
\]

\[
\mathcal{V} = \{ (\alpha, \beta) \in \mathbb{R}_+^2 : \hat{R} < \infty, u_1 > 0, u_2 > 0, x \in (0, \hat{R}), u_1(\hat{R}) = 0, u_2(\hat{R}) > 0 \}.
\]

Note that \( \mathcal{U} \) and \( \mathcal{V} \) are not restricted to \( I \). Next we use this definition to show the behavior of solutions with initial values in \( III \) and \( IV \).

Proposition 3.2. Let \( \hat{U} \) and \( \hat{V} \) be defined as in (3.12). Then \( \mathcal{U} \) and \( \mathcal{V} \) are open subsets of \( \mathbb{R}_+^2 \) such that \( \mathcal{U} \supset \hat{U} \setminus \{(u_1^*, u_2^*)\} \) and a portion of \( I \) and \( II \) adjacent to \( III \), and \( \mathcal{V} \supset \hat{V} \setminus \{(u_1^*, u_2^*)\} \) and a portion of \( I \) and \( II \) adjacent to \( IV \).

Proof. We only prove the result for \( \mathcal{U} \), and the one for \( \mathcal{V} \) also follows by symmetry. If \((\alpha, \beta) \in III \), then \( f(\alpha, \beta) < 0 \) and \( g(\alpha, \beta) > 0 \), and \( u_1' > 0 \) and \( u_2' < 0 \) for \( x \in (0, \hat{R}) \) from the equations. Let

\[
(3.13) \quad R_1 = \sup \{ r > 0 : u_1 > 0, u_2 > 0, u_1' > 0, u_2' < 0, x \in (0, r) \}.
\]

If \( R_1 < \infty \), we claim that \( u_2(R_1) = 0 \) and \( u_1(R_1) > 0 \). Indeed, for \( x \in (0, R_1), u_1' > 0 \) and \( u_2' < 0 \); hence \((u_1(x), u_2(x))\) remains in \( III \) so \( u_1(x) > \alpha \) for \( x \in (0, R_1) \). Also for \( x \in (0, R_1) \),

\[
(3.14) \quad u_1'(x) = -\int_0^x f(u_1, u_2) dt > 0 \quad \text{and} \quad u_2'(x) = -\int_0^x g(u_1, u_2) dt < 0.
\]
Thus $u_2(R_1) = 0$. If $R_1 = \infty$, then $\lim_{x \to \infty} u_2(x) \geq 0$ exists and $u_2'(x) \to 0$ as $x \to \infty$, but $g(u_1(x), u_2(x)) > g(\alpha, \beta) \geq \delta_1 > 0$. From the second equation in (3.14), $u_2'(x) < -\delta_1 x$, a contradiction. Hence $R_1 = \infty$ is not possible, and $\hat{R} = R_1 < 0$ satisfying $u_1(\hat{R}) > 0$ and $u_2(\hat{R}) = 0$. Thus $\mathcal{U} \supset III$.

If $(\alpha, \beta)$ is a boundary point of $III$ but not $(u_1^*, u_2^*)$, without loss of generality we assume that $f(\alpha, \beta) = 0$ and $g(\alpha, \beta) > 0$. Then $u_2' < 0$ in $(0, \delta)$ and the orbit $(u_1(x), u_2(x))$ is in the interior of $III$ for $x \in (0, \delta)$. Thus we can proceed with the proof as above. The openness of $\mathcal{U}$ follows from the continuous dependence of solutions of (3.6) on the initial conditions. Since $\mathcal{U} \supset III \setminus \{(u_1^*, u_2^*)\}$, it also contains a portion in $I$ and $II$ adjacent to $\partial III \setminus \{(u_1^*, u_2^*)\}$ from the openness of $\mathcal{U}$.

\[\Box\]

The result in Proposition 3.2 shows that $\mathcal{U}$ and $\mathcal{V}$ are not empty, and the following result shows that there is an order for the elements in $\mathcal{U}$, $\mathcal{V}$, and $\mathcal{S}$, where the cooperativeness of the system is a key.

**Proposition 3.3.**

1. Suppose that $(\alpha_0, \beta_0) \in \mathcal{S}$; then $(\alpha, \beta_0) \in \mathcal{V}$ for any $0 < \alpha < \alpha_0$ and $(\alpha_0, \beta) \in \mathcal{V}$ for any $\beta > \beta_0$.
2. Suppose that $(\alpha_0, \beta_0) \in \mathcal{S}$; then $(\alpha, \beta_0) \in \mathcal{U}$ for any $\alpha > \alpha_0$ and $(\alpha_0, \beta) \in \mathcal{U}$ for any $0 < \beta < \beta_0$.

**Proof.** Again we only prove the first case. Assume that $(\alpha_0, \beta_0) \in \mathcal{S}$. Then for $u_1(x) = u_1(x; \alpha_0, \beta_0)$ and $u_2(x) = u_2(x; \alpha_0, \beta_0)$, we have $u_1, u_2 > 0$ and $u_1', u_2' < 0$ for $x \in (0, \hat{R}(\alpha_0, \beta_0))$. We claim that $\hat{R}(\alpha, \beta_0) < \hat{R}(\alpha_0, \beta_0)$. Define $\phi(x) = u_1(x; \alpha_0, \beta_0) - u_1(x; \alpha, \beta_0)$ and $\psi(x) = u_2(x; \alpha_0, \beta_0) - u_2(x; \alpha, \beta_0)$. Then $(\phi, \psi)$ satisfies

\[
\begin{align*}
\phi'' - \phi + h_2'(U_2)\psi &= 0, & x \in (0, R_*), \\
\psi'' + h_1'(U_1)\phi - \psi &= 0, & x \in (0, R_*), \\
\phi(0) &= \alpha_0 - \alpha > 0, & \phi'(0) = 0, \\
\psi(0) &= 0, & \psi'(0) = 0,
\end{align*}
\]

where $R_* = \min\{\hat{R}(\alpha, \beta_0), \hat{R}(\alpha_0, \beta_0)\}$, $U_1 = t_1(x)u_1(x; \alpha_0, \beta_0) + (1 - t_1(x))u_1(x; \alpha, \beta_0) > 0$, and $U_2 = t_2(x)u_2(x; \alpha_0, \beta_0) + (1 - t_2(x))u_2(x; \alpha, \beta_0) > 0$. Then by comparing with $(u_1'(x; \alpha_0, \beta_0), u_2'(x; \alpha_0, \beta_0))$ and using the same proof as in Lemma 2.2 we can prove that $\psi(x) < 0$ for $x \in (0, R_*)$ and that $\phi$ has at most one zero in $(0, R_*)$. In fact, $\phi(x) > 0$ for $x \in (0, R_*]$, since the solution $\phi_3$ of $\phi_3'' - \phi_3 = 0$ satisfying $\phi_3(0) = 1$ and $\phi_3'(0) = 0$ is clearly positive in $(0, R_*)$. This implies that at $R_*$, $u_1(R_*; \alpha_0, \beta_0) > u_1(R_*; \alpha, \beta_0)$ and $u_2(R_*; \alpha_0, \beta_0) < u_2(R_*; \alpha, \beta_0)$. Thus $R_* = \hat{R}(\alpha, \beta_0)$, $u_1(R_*; \alpha, \beta_0) = 0$, and $(\alpha, \beta_0) \in \mathcal{V}$. Similarly, by comparing the solutions initiating from $(\alpha, \beta)$ and $(\alpha, \beta_0)$, where $\alpha < \alpha_0$ and $\beta > \beta_0$, we can conclude that $(\alpha, \beta) \in \mathcal{S}$ as well.

The result in Proposition 3.3 suggests that the set $\mathcal{S}$ of initial values generating the crossing solutions is on the boundary between the sets $\mathcal{U}$ and $\mathcal{V}$. We now prove that this is the case.

**Proposition 3.4.** For $\alpha > 0$, define

\[
\Phi_1(\alpha) = \inf\{\beta > 0 : (\alpha, \beta) \in \mathcal{V}\}, \quad \Phi_2(\alpha) = \sup\{\beta > 0 : (\alpha, \beta) \in \mathcal{U}\}.
\]


Then $\Phi_i$ ($i = 1, 2$) are well defined. Moreover, define

$$(3.16) \quad \alpha_s = \sup\{\alpha > 0 : H(\alpha, \Phi_1(\alpha)) \leq 0\};$$

then for $\alpha > \alpha_s$, $\Phi_1(\alpha) = \Phi_2(\alpha) \equiv \Phi(\alpha)$, where $\Phi : (\alpha_s, \infty) \to \mathbb{R}_+$ is a continuously differentiable, strictly increasing function. Moreover, $S = \{(\alpha, \Phi(\alpha)) : \alpha > \alpha_s\}$, $V \supset \{(\alpha, \beta) : \alpha > \alpha_s, \beta > \Phi(\alpha)\}$, and $U \supset \{(\alpha, \beta) : \alpha > \alpha_s, 0 < \beta < \Phi(\alpha)\}$.

Proof. First $\Phi_1(\alpha)$ is well defined since for fixed $\alpha > 0$, $(\alpha, \beta) \in IV \subset V$ if $\beta > 0$ is large enough; secondly $\Phi_1(\alpha) > 0$ for any $\alpha > 0$ since for fixed $\alpha > 0$, if $0 < \beta < \beta_0$, then $(\alpha, \beta) \in III \subset U$, where $f(\alpha, \beta_0) = 0$. Similarly $\Phi_2(\alpha)$ is also well defined.

From Proposition 3.3 $H(\alpha, \Phi_1(\alpha)) < 0$ for $\alpha > 0$ is small. And it is clear that $H(\alpha, \Phi_1(\alpha)) > 0$ when $\alpha > 0$ is large. Thus $\alpha_s > 0$ exists, and it is necessary that $H(\alpha_s, \Phi_1(\alpha_s)) = 0$. For $\alpha > \alpha_s$, $H(\alpha, \Phi_1(\alpha)) > 0$. We claim that if $\alpha > \alpha_s$, then $(\alpha, \Phi_1(\alpha)) \in S$. To prove the claim, we fix $\alpha > \alpha_s$. Consider $\hat{R}(\alpha, \Phi_1(\alpha))$.

There are two cases: (1) $\hat{R}(\alpha, \Phi_1(\alpha)) = \infty$ or (2) $\hat{R}(\alpha, \Phi_1(\alpha)) < \infty$. For case (1), $\hat{R}(\alpha, \Phi_1(\alpha)) = \infty$. Then $u_1(x), u_2(x) > 0$ for all $x \in [0, \infty)$, and there are two subcases: (1a) $R(\alpha, \Phi_1(\alpha)) = \infty$ or (1b) $R(\alpha, \Phi_1(\alpha)) < \infty$. For case (1a), $(\alpha, \Phi_1(\alpha)) \in Q$, but on the other hand, $H(\alpha, \Phi_1(\alpha)) > 0$, which is a contradiction by Lemma 3.1. For case (1b), let $R_2 = R(\alpha, \Phi_1(\alpha))$; then $u_1(R_2) = u_1^* > 0$ and $u_2(R_2) = u_2^* > 0$, and at least one of $u_1'(R_2)$ or $u_2'(R_2)$ is zero. If $u_1'(R_2) = u_2'(R_2) = 0$, then $f(u_1^*, u_2^*) = -u_1''(R_2) \leq 0$ and $g(u_1^*, u_2^*) = -u_2''(R_2) \leq 0$, so $(u_1^*, u_2^*) \in T$ and $0 \geq H(u_1^*, u_2^*) = H_0(R_2) = H_0(0) = H(\alpha, \Phi_1(\alpha))$, a contraction with $H(\alpha, \Phi_1(\alpha)) > 0$. If only one of $u_1'(R_2)$ or $u_2'(R_2)$ is zero, without loss of generality we assume that $u_1'(R_2) = 0$ and $u_2'(R_2) < 0$. Then we still have $f(u_1^*, u_2^*) = -u_1''(R_2) \leq 0$, and we must have $(u_1^*, u_2^*) \in III$. Then we can follow the proof of Proposition 3.2 to show that $(u_1(x), u_2(x)) \in III$ for all $x > R_2$, which leads to $u_2(R_3) = 0$ for some $R_3 > R_2$, but that contradicts $\hat{R}(\alpha, \Phi_1(\alpha)) = \infty$. This shows that case (1) cannot happen.

Hence we must have case (2): $\hat{R}(\alpha, \Phi_1(\alpha)) < \infty$. Since $(\alpha, \Phi_1(\alpha))$ is a boundary point of $V$, from the continuity, $u_1(\hat{R}(\alpha, \Phi_1(\alpha))) = 0$ and $u_2(\hat{R}(\alpha, \Phi_1(\alpha))) \geq 0$. If $u_2(\hat{R}(\alpha, \Phi_1(\alpha))) > 0$, then $(\alpha, \Phi_1(\alpha)) \in V$, and $V$ is open, so for some small $\epsilon > 0$, $(\alpha, \Phi_1(\alpha) - \epsilon) \in V$. This contradicts the definition of $\Phi_1$. Thus we must have $u_2(\hat{R}(\alpha, \Phi_1(\alpha))) = 0$ and $(\alpha, \Phi_1(\alpha)) \in S$.

Now since $(\alpha, \Phi_1(\alpha)) \in S$ for $\alpha > \alpha_s$, then from Proposition 3.3, $(\alpha, \beta) \in V$ for $\beta > \Phi(\alpha)$, and $(\alpha, \beta) \in U$ for $0 < \beta < \Phi(\alpha)$. Similarly we can also prove that $(\alpha, \Phi_2(\alpha)) \in S$ for $\alpha > \alpha_s$, which implies that we must have $\Phi_1(\alpha) = \Phi_2(\alpha)$ for $\alpha > \alpha_s$ from Proposition 3.3. And we now denote it by $\Phi(\alpha)$. The continuity of $\Phi(\alpha)$ follows from the definition, and the differentiability of $\Phi(\alpha)$ follows from the differentiability of the solutions $(u_1, u_2)$ on the initial values. Again from Proposition 3.3 $\Phi(\alpha)$ is strictly increasing in $\alpha$ since $(\alpha, \Phi(\alpha)) \in S$.

We have proved that $S \supset \{(\alpha, \Phi(\alpha)) : \alpha > \alpha_s\}$. We show that $S$ has no other elements other than the ones on $\{(\alpha, \Phi(\alpha)) : \alpha > \alpha_s\}$. For any $\alpha > \alpha_s$, there are no elements of $S$ since $(\alpha, \beta) \in V$ if $\beta > \Phi(\alpha)$, and $(\alpha, \beta) \in U$ if $\beta < \Phi(\alpha)$. The same can be said for $\beta > \Phi(\alpha_s)$ from the symmetry. Hence possible elements of $S$ can only be in $W = (I \cap \{(\alpha, \beta) : 0 < \alpha \leq \alpha_s, 0 < \beta \leq \Phi(\alpha_s)\}) \setminus (U \cup V)$. But for any $(\alpha, \beta) \in W$, $H(\alpha, \beta) \leq 0$. Thus $S \cap W = \emptyset$ from Lemma 3.1. This proves $S = \{(\alpha, \Phi(\alpha)) : \alpha > \alpha_s\}$. □
Proposition 3.5. Let $\Phi(\alpha) : (\alpha_*, \infty) \rightarrow \mathbb{R}_+$ be defined as in Proposition 3.4. Define $R(\alpha)$ to be the common first zero of $u_1(x; \alpha, \Phi(\alpha))$ and $u_2(x; \alpha, \Phi(\alpha))$. Then $R(\alpha) : (\alpha_*, \infty) \rightarrow \mathbb{R}_+$ is a continuously differentiable, strictly decreasing function satisfying

\begin{equation}
\lim_{\alpha \rightarrow \alpha_*^+} R(\alpha) = \infty \quad \text{and} \quad \lim_{\alpha \rightarrow \infty} R(\alpha) = 0,
\end{equation}

and $Q = (\alpha_*, \Phi(\alpha_*))$.

Proof. For $\alpha > \alpha_*$, we define the function $R(\alpha)$ by $R(\alpha) = R(\alpha, \Phi(\alpha)) = \tilde{R}(\alpha, \Phi(\alpha))$, which is continuous and differentiable because of the continuous differentiability of $\Phi(\alpha)$ and the solution $u(x; \alpha, \beta)$ on initial values. We prove that $R(\alpha)$ is strictly decreasing. We differentiate $u_i(R(\alpha); \alpha, \Phi(\alpha)) = 0$ with respect to $\alpha$ for $i = 1, 2$. Then

\begin{equation}
\begin{aligned}
&u_1'(R(\alpha))R'(\alpha) + \phi_1(R(\alpha)) + \Phi'(\alpha)\phi_2(R(\alpha)) = 0, \\
&u_2'(R(\alpha))R'(\alpha) + \psi_1(R(\alpha)) + \Phi'(\alpha)\psi_2(R(\alpha)) = 0,
\end{aligned}
\end{equation}

where $(\phi_1, \psi_1)$ and $(\phi_2, \psi_2)$ are as defined in (2.6) and (2.7). Let $c = \Phi'(\alpha) > 0$. Then (3.18) is equivalent to

\begin{equation}
\begin{aligned}
&u_1'(R(\alpha))R'(\alpha) = -A_c(R(\alpha)), \\
&u_2'(R(\alpha))R'(\alpha) = -B_c(R(\alpha)),
\end{aligned}
\end{equation}

where $(A_c, B_c) = (\phi_1, \psi_1) + c(\phi_2, \psi_2)$ is defined in (2.32). Since $u_1'(R(\alpha)) < 0$ and $u_2'(R(\alpha)) < 0$, then (3.19) implies that $(A_c(R(\alpha))B_c(R(\alpha)) > 0$. Let $c_1$ and $c_2$ be defined as in (2.54). If $c = \Phi'(\alpha) > 0$ satisfies either $c \leq c_1$ or $c \geq c_2$, then $A_c(R(\alpha))B_c(R(\alpha)) \leq 0$ from Corollary 2.11. Hence $c = \Phi'(\alpha)$ satisfies $c_1 < c < c_2$. Also from Corollary 2.11 we have $A_c(R(\alpha)) < 0$ and $B_c(R(\alpha)) < 0$, which implies $R'(\alpha) < 0$ by using (3.19). Since $R(\alpha)$ is decreasing, $\lim_{\alpha \rightarrow \alpha_*^+} R(\alpha)$ exists. If the limit is finite, then $(\alpha_*, \Phi(\alpha_*)) \in S$, but $H(\alpha_*, \Phi(\alpha_*)) = 0$, a contradiction with Lemma 3.1. Thus $\lim_{\alpha \rightarrow \alpha_*^+} R(\alpha) = \infty$. From the properties of $h_1$, $\Phi(\alpha) \rightarrow \infty$ as $\alpha \rightarrow \infty$. To prove $\lim_{\alpha \rightarrow \infty} R(\alpha) = 0$, it suffices to show that for any $R > 0$, there exists a positive solution for (3.2) with $R > 0$. Indeed, by using the existence result in [31] or [39], there exists a positive solution $u(x)$ for (3.2) with $h_i$ satisfying (3.4) and (5.5).

Finally we prove that $Q = (\alpha_*, \Phi(\alpha_*))$. We have shown that $\lim_{\alpha \rightarrow \alpha_*^+} R(\alpha) = \infty$, thus $(\alpha_*, \Phi(\alpha_*)) \in Q$. By using a similar proof as in that of Proposition 3.3 we can show that if $(\alpha_0, \beta_0) \in Q$, then for any $(\alpha, \beta) \neq (\alpha_0, \beta_0)$, we have $(\alpha, \beta) \in V$ if $0 < \alpha \leq \alpha_0$ and $\beta \geq \beta_0$, and $(\alpha, \beta) \in U$ if $\alpha \geq \alpha_0$ and $0 < \beta \leq \beta_0$. Suppose that there exists another $(\alpha^*, \beta^*) \in Q$. Then $H(\alpha^*, \beta^*) = 0$, and $f(\alpha^*, \beta^*) > 0$ and $g(\alpha^*, \beta^*) > 0$. Notice that $\partial H/\partial u_1 = g$ and $\partial H/\partial u_2 = f$; then either $\alpha^* > \alpha_*$ or $\beta^* > \Phi_1(\alpha_*).$ If $\alpha^* > \alpha_*$, then we easily obtain that $\beta^* < \Phi(\alpha_*) < \Phi(\alpha^*)$ and thus $(\alpha^*, \beta^*) \in U$ from the above claim. If $\beta^* > \Phi(\alpha_*), by the same argument, we can also get a contradiction. This shows that the set $Q$ contains only one element, i.e., $Q = (\alpha_*, \Phi(\alpha_*))$. 

We can now state our main result in this subsection about the existence and uniqueness of positive solutions to (3.2) and (3.3).
Theorem 3.6. Suppose that $h_i$ ($i = 1, 2$) satisfy (3.3) and (3.5). Then for any $R > 0$, (3.2) has a unique positive solution $(u_1(x; R), u_2(x; R))$. If $R_1 > R_2$, then $u_1(0; R_1) < u_1(0; R_2)$ and $u_2(0; R_1) < u_2(0; R_2)$. Moreover, (3.3) has a unique solution $(U_1, U_2)$.

Proof. For any $R > 0$, from Proposition 3.5 there exists a unique $\alpha \in (\alpha_*, \infty)$ such that $R(\alpha) = R$. Hence the solution $(u_1(x; \alpha, \Phi(\alpha)), u_2(x; \alpha, \Phi(\alpha)))$ of (3.6) is a positive solution of (3.2). From Proposition 3.4, $S = \{ (\alpha, \Phi(\alpha)) : \alpha > \alpha_* \}$, which shows the uniqueness of the positive solutions with any fixed $R > 0$. From Proposition 3.5, the unique solution of (3.3) is the one of (3.6) with initial value $(\alpha_*, \Phi(\alpha_*))$. □

We remark that as a limit of elements in $S$, the unique ground state solution with $(\alpha, \beta) \in Q$ is necessarily strictly decreasing, i.e., $u^n_1(x) < 0$ and $u^n_2(x) < 0$ for $x \in (0, \infty)$. For $(\alpha, \beta)$ satisfying $H(\alpha, \beta) \leq 0$, there are other positive solutions of (3.6) defined for all $x > 0$, but they are oscillatory around $(u^n_1, u^n_2)$ and do not converge to $(0, 0)$. It is possible to classify all these solutions using a similar method, but we will not pursue that here.

Example 3.7. Consider

\[
\begin{align*}
    u''_1 - u_1 + u^p_1 &= 0, & -R < x < R, \\
    u''_2 - u_2 + u^p_2 &= 0, & -R < x < R, \\
    u_1(x) > 0, & u_2(x) > 0, & -R < x < R, \\
    u_1(\pm R) = u_2(\pm R) = 0,
\end{align*}
\]

(3.20)

where $p, q > 1$. Then the conditions (3.4) and (3.5) are satisfied. Our result shows that for any $R > 0$, (3.20) has a unique solution, which is even and decreasing in $(0, R)$, and there is a unique (up to a translation) ground state solution of (3.20) which is defined on $\mathbb{R}$. Equations like (3.20) were considered in [31,33,39], in which the existence and symmetry of the positive solutions for a general bounded domain $\Omega$ were proved. Our result appears to be the first uniqueness result for such superlinear Hamiltonian elliptic systems. The existence and uniqueness of positive solutions to (3.20) for the case of $pq < 1$ and $\Omega$ being a general bounded domain was proved in [13]. The uniqueness of the positive solution to (3.20) for $pq \geq 1$ and $p > 1 > q$ (or $q > 1 > p$) is still not known.

A numerical bifurcation diagram of (3.20) is shown in Figure 1. One can see that $U \supset III \cup G \cup R$ and $V \supset IV \cup Y \cup B$. The boundary between $B$, and $R$ is the set $S$ of crossing solutions, and the unique common point of $G$, $R$, $Y$, $B$, and also $H = 0$ is the element in $Q$. The numerical bifurcation diagram is plotted using a method described in [36] and Matlab.

Remark 3.8.

(1) Our uniqueness result for (3.20) with $p, q > 1$ can also be viewed as a generalization (in the case of $n = 1$) of the uniqueness of positive solutions to a well-known scalar equation:

\[
\begin{align*}
    \Delta u - u + u^p &= 0, & x \in \mathbb{R}^n, \\
    u(x) &> 0, & x \in \mathbb{R}^n, \\
    u(x) &\to 0, & |x| \to \infty,
\end{align*}
\]

(3.21)
where $1 < p < \frac{n+2}{n-2}$ for $n \geq 3$ and $1 < p < \infty$ for $n = 1, 2$. The solution of (3.21) serves as the basic building block of spike layer solutions in a singularly perturbed elliptic problem arising from the pattern formation of hydra (see [46]). The uniqueness of the solution of (3.21) was first proved by Coffman [22] when $n = 3$, and by Kwong [41] for general subcritical power nonlinearity. Simplifications of the proof and generalizations can be found in, for example, [5,10,45,52–54,62].

(2) Korman [42] proved the uniqueness of positive solution for a Hamiltonian system

$$\begin{cases}
  u'' + \lambda f(v) = 0, & -1 < x < 1, \\
  v'' + \lambda g(u) = 0, & -1 < x < 1, \\
  u(\pm 1) = v(\pm 1) = 0
\end{cases}
$$

under the conditions that $f(t) > 0$, $g(t) > 0$, $f'(t) > 0$, $g'(t) > 0$, and $t f'(t) \geq f(t)$ and $t g'(t) \geq g(t)$ for all $t > 0$. Note that these $f(t)$ and $g(t)$ are superlinear, but they are positive, thus no ground state is possible here. Our approach in this subsection can be adapted to give a proof of the result in [42].

3.2. A gradient quadratic Schrödinger system. In this subsection we consider the uniqueness of positive solutions of the $\chi^{(2)}$ Second-Harmonic Generation (SHG) equations from the nonlinear optics models (see [18,69,70]).

$$\begin{cases}
  u'' - bu_1 + u_1 u_2 = 0, & x \in (0, R), \\
  u''_2 + u_1^2/2 - cu_2 = 0, & x \in (0, R), \\
  u_1(0) = u_2'(0) = u_1(R) = u_2(R) = 0,
\end{cases}
$$

where $b, c > 0$. The system (3.23) also appears in the study of gravity water waves, and it has been studied from the mathematical point of view in the works [23,24,34,35]. When $c = 0$ in (3.23), it is also called the Schrödinger–Newton equation (see [55,66]). The corresponding equation of (3.23) for $x \in (0, \infty)$ is

$$\begin{cases}
  u''_1 - bu_1 + u_1 u_2 = 0, & x \in (0, \infty), \\
  u''_2 + u_1^2/2 - cu_2 = 0, & x \in (0, \infty), \\
  u_1'(x) > 0, u_2(x) > 0, u_1'(x) < 0, u_2'(x) < 0, & x \in (0, \infty), \\
  u_1'(0) = u_2'(0).
\end{cases}
$$

Here we consider the initial value problem (2.3) with

$$f(u_1, u_2) = -bu_1 + u_1 u_2, \quad g(u_1, u_2) = \frac{1}{2} u_1^2 - cu_2.$$

It is easy to verify that $(f, g)$ is superlinear but not strongly superlinear, and it is also weakly sublinear. Clearly it is also cooperative. Define

$$F(u_1, u_2) = -\frac{b}{2} u_1^2 - \frac{c}{2} u_2^2 + \frac{1}{2} u_1^2 u_2.$$

Then we can see that (3.23) is a gradient system with energy function defined in (1.16) and (3.26).

We first consider the case $c > 0$ for (3.23). For the $f$ and $g$ defined as in (3.26), we use the definitions of the set $I, II, III$, and $IV$ as in (3.8), and $U, V, S$, and $Q$ as in (3.9) and (3.12). Then the results in Lemma 3.1 hold except that $H(\alpha, \beta)$ is
replaced by \( F(\alpha, \beta) \). Next the results in Propositions 3.2, 3.3, and 3.4 also hold with essentially the same proof, and this leads to the result in Proposition 3.5 in the exact same wording except that \( H(\alpha, \beta) \) is replaced by \( F(\alpha, \beta) \). Note that here \((f, g)\) is again superlinear and weakly sublinear as in the proof of Proposition 3.5.

The existence of a positive solution of (3.23) with \( c > 0 \) for any \( R > 0 \) can be proved via a standard variational method using the mountain pass lemma (see [2]) for the functional

\[
E(u_1, u_2) = \int_{-R}^{R} \left( \frac{1}{2} [u_1'(x)]^2 + \frac{1}{2} [u_2'(x)]^2 - F(u_1(x), u_2(x)) \right) dx,
\]

where \( F \) is defined by (3.26) and \((u_1, u_2) \in [H_0^1(-R, R)]^2\). Indeed, one can show that (i) the Palais-Smale condition is satisfied for \( E \); (ii) \((u_1, u_2)\) is a local minimum of the functional \( E \), and (iii) \( E(t\phi_1, t\phi_1) < 0 \) for \( t > 0 \) large and \( \phi_1(x) = \cos(\pi x/(2R)) > 0 \). Hence the mountain pass lemma can be applied. The existence of positive solutions defined for \( x \in \mathbb{R} \) was proved in [69] by again using the variational approach but with the concentration-compactness principle due to the lack of compactness. Again the element in \( Q \) is unique as the set \( F(\alpha, \beta) = 0 \) in the region \( I \) is a curve \( \{ (\alpha, F(\alpha)) \} \) such that \( F'(\alpha) < 0 \). In summary we obtain the following uniqueness result for the solutions of (3.23).

**Theorem 3.9.** Suppose that \( b, c > 0 \). Then for any \( R > 0 \), (3.23) has a unique positive solution \((u_1(x; R), u_2(x; R))\). If \( R_1 > R_2 \), then \( u_1(0; R_1) < u_1(0; R_2) \) and \( u_2(0; R_1) < u_2(0; R_2) \). Moreover, (3.24) has a unique solution \((U_1, U_2)\).

![Figure 2. Numerical bifurcation diagram for (3.23) for \( b = 1 \) and \( c = 0.8 \). Here the horizontal axis is \( u_1(0) = \alpha \in [0, 5] \) and the vertical axis is \( u_2(0) = \beta \in [0, 5] \). Regions II, III, and IV are colored in cyan, while region I is according to the behavior of solutions at \( R(\alpha, \beta) \): \( B \) (blue), \( G \) (green), \( R \) (red), and \( Y \) (yellow). The curves \( f(u_1, u_2) = 0 \) (bordering \( G \)), \( g(u_1, u_2) = 0 \) (bordering \( Y \)), and \( F(u_1, u_2) = 0 \) are plotted in black.](image-url)
Remark 3.10. The uniqueness of the positive solution of (3.24) has been proved in Lopes [49] by using his earlier result [48] that the linearized problem of (3.24) has zero as a simple eigenvalue and has exactly one negative eigenvalue when $b, c > 0$. Here we obtain not only the uniqueness of ground state solutions but also the uniqueness of crossing solutions on the bounded intervals. Also our approach is more general and applicable to more problems.

Next we consider the case $c = 0$ for (3.23). Then (3.23) is written as

\[ f(u_1, u_2) = -bu_1 + u_1u_2, \quad g(u_1, u_2) = \frac{1}{2} u_2^2. \]

We still use the notation defined in (3.8) and (3.9), but we notice that here $g > 0$ for all $(u_1, u_2) \in \mathbb{R}^2_+$, so $II = IV = \emptyset$. Again for a solution of (2.3) with $(\alpha, \beta) \in I$, we define $R$ to be the right endpoint of the maximal interval $(0, R(\alpha, \beta))$ so that $u_i(x) > 0$ and $u'_i(x) < 0$ in $(0, R(\alpha, \beta))$, and we define $\hat{R}$ to be the right endpoint of the maximal interval $(0, \hat{R}(\alpha, \beta))$ so that $u_i(x) > 0$ in $(0, \hat{R}(\alpha, \beta))$, $i = 1, 2$. The following lemma characterizes the sets $U, V, S$, and $Q$ for the case of (3.23) with $c = 0$.

Lemma 3.11. Suppose that $f$ and $g$ are defined as in (3.27), and the sets $U, V, S$, and $Q$ are defined as in (3.12) and (3.9). Then:

1. $V \neq \emptyset$, and if $(\alpha, \beta) \in V$, then $u'_1(x) < 0$ and $u'_2(x) < 0$ for $x \in (0, \hat{R}(\alpha, \beta))$ (so $R(\alpha, \beta) = \hat{R}(\alpha, \beta)$).
2. $U \neq \emptyset$, and if $(\alpha, \beta) \in U$, then $u'_2(x) < 0$ for $x \in (0, \hat{R}(\alpha, \beta))$ and either $u'_1(x) < 0$ for $x \in (0, \hat{R}(\alpha, \beta))$ or there exists $R_1 > 0$ such that $u'_1(x - R_1) > 0$ for $x \in (0, \hat{R}(\alpha, \beta)) \setminus \{R_1\}$.
3. $Q = \emptyset$ and $I = U \cup V \cup S$.
4. If $(\alpha, \beta) \in S$, then $u'_1(x) < 0$, $u'_2(x) < 0$ for $x \in (0, R(\alpha, \beta)]$.

Proof.

1. First we prove that if $(\alpha, \beta) \in V$, then $u'_1(x) < 0$, $u'_2(x) < 0$ for $x \in (0, \hat{R})$; hence $R = \hat{R}$. Since $u_1(x) > 0$ for $x \in (0, \hat{R})$, then $u'_2(x) < 0$ for $x \in (0, \hat{R})$ from $u''_1(x) = -\frac{1}{2} u_1'(x) < 0$. Since $\beta > b$, then $u'_1(x) < 0$ for $x$ near $0$. Suppose that there exists $R_2 \in (0, \hat{R})$ such that $u'_1(x) < 0$ for $x \in (0, R_2)$ and $u'_1(R_2) = 0$. Then $x = R_2$ is a local minimum of $u_1(x)$, $u''_1(R_2) \geq 0$ and $u_1$ is increasing for $x \in (R_2, R_2 + \varepsilon)$. Since $u_1(\hat{R}) = 0$, then there exists $R_3 \in (R_2, \hat{R})$ such that $u(x)$ achieves a local maximum at $x = R_3$. Also $u'_1(x) > 0$ for $x \in (R_2, R_3)$. This follows that $(u_2(R_2) - b)u_1(R_2) = -u''_1(R_2) \leq 0$ and $(u_2(R_3) - b)u_1(R_3) = -u''_1(R_3) \geq 0$, and one of the inequalities must be strict since $u_1(R_3) > u_1(R_2)$. Then $u_2(R_3) \geq b \geq u_2(R_2)$ and $u_2(R_3) > u_2(R_2)$, which contradicts $u'_2(x) < 0$ for $x \in (0, \hat{R})$. Therefore $u'_1(x) < 0$ for $x \in (0, \hat{R})$.

Next we prove that $V \neq \emptyset$. Indeed, we prove that any fixed $\beta > b$, there exists a constant $\delta_1 = \delta_1(\beta) > 0$ such that for $0 < \alpha < \delta_1$, $(\alpha, \beta) \in V$. Let $\beta - b = 2\varepsilon$ and let $v(x)$ be the solution to

\[ \begin{cases} v''(x) + \varepsilon v(x) = 0, & x > 0, \\ v(0) = \alpha, \ v'(0) = 0. \end{cases} \]

Since (3.28) is a linear equation, then there exists $R_4 = \pi/(2\sqrt{\varepsilon}) > 0$ such that $v_1(R_4) = 0$ and $v_1(x) > 0$, $v_1'(x) < 0$ for $x \in (0, R_4)$. Let $(u_1(x), u_2(x))$ be a
solution of (2.3) with initial value \((\alpha, \beta)\) satisfying \(0 < \alpha < 2\sqrt{\varepsilon}/R_4 = 4\varepsilon^2/\pi\). We define \(R_5 = \sup\{x > 0 : u_1(s) > 0, u_2(s) > b + \varepsilon, \text{ for all } s \in (0, x)\}\) and \(R_6 = \min\{R_5, R_4\}\). Then from the second equation of (2.3) and \(u'_1(x) < 0\) in \((0, R_6)\), we have for any \(x \in (0, R_6)\),

\[
-u'_2(x) = \int_0^x \frac{1}{2} u_1^2(s) \, ds \leq \frac{1}{2} \int_0^x \alpha^2 \, ds = \frac{1}{2} \alpha^2 x.
\]

Integrating (3.29) again on \([0, R_6]\), we obtain

\[-u_2(R_6) + \beta \leq \frac{\alpha^2 R_6^2}{4} < \varepsilon,
\]

from the assumption on \(\alpha\). This implies that \(u_2(R_6) > \beta - \varepsilon = b + \varepsilon\). On the other hand, for \(r \in (0, R_6)\),

\[u''_1(x) = -(u_2(x) - b)u_1(x) < -\varepsilon u_1(x).
\]

By the comparison principle, \(u_1(x) \leq v_1(x)\) for all \(x > 0\). Since \(v_1(R_4) = 0\), then \(u_1(x)\) must reach zero for some \(x < R_4\). Therefore \(R_6 = R_5 < R_4\) and \(u_1(R_5) = 0\) and \(u_2(x) > b + \varepsilon\) for \(x \in (0, R_5)\). This proves that \((\alpha, \beta) \in \mathcal{V}\) when \(0 < \alpha < 4\varepsilon^2/\pi\).

(2) First we prove the monotonicity of \(u_1(x)\) and \(u_2(x)\) when \((\alpha, \beta) \in \mathcal{U}\). Again since \(u_1(x) > 0\) for \(x \in (0, \tilde{R})\), then \(u'_2(x) < 0\) for \(x \in (0, \tilde{R})\) from \(u''_2(x) = -\frac{1}{2}u_1^2(x) < 0\). Since \(\beta > b\), then \(u'_1(x) < 0\) for \(x < R_0\). By the arguments above, for \(x \in (0, \tilde{R})\), one cannot have \(0 < R_2 < R_3 < \tilde{R}\) such that \(x = R_2\) is a local minimum and \(x = R_3\) is a local maximum of \(u_1(x)\). Hence either \(u'_1(x) < 0\) for \(x \in (0, \tilde{R})\) or there exists \(R_1 > 0\) such that \(u'_1(x)(x-R_1) > 0\) for \(x \in (0, \tilde{R})\). Then for this \(u_1(x)\), we have \(u_1(x) \geq u_1(R_1)\) for \(x \in (0, \tilde{R})\), which implies that

\[
-u'_2(x) = \int_0^x \frac{1}{2} u_1^2(s) \, ds \geq \frac{1}{2} \int_0^x u_1^2(R_1) \, ds = \frac{1}{2} u_1^2(R_1) x.
\]

By integrating (3.30) on \([0, r]\) for \(r > 0\), we obtain \(u_2(r) \leq \beta - u_1^2(R_1)r^2/4\). Then for \(r > 2\sqrt{\beta}/u_1(R_1)\), we have \(u_2(r) \leq 0\), which implies that \((\alpha, \beta) \in \mathcal{U}\).

(3) Suppose that \((\alpha, \beta) \in \mathcal{Q}\); then \(u_2(x)\) is a positive subharmonic function in \(\mathbb{R}\) by an even extension. Hence \(u_2(x)\) must be a constant and \(u_1(x) \equiv 0\) which contradicts that \(\alpha > 0\). Therefore \(\mathcal{Q} = \emptyset\). Since for any \((\alpha, \beta) \in \mathcal{I}\), \(u_1(x)\) is either strictly decreasing in \((0, \tilde{R})\) or there exists \(R_1 > 0\) such that \(u'_1(x)(x-R_1) > 0\) for \(x \in (0, \tilde{R})\). Then \(u_2(x)\) is always decreasing in \((0, \tilde{R})\). Also we have proved that \(\mathcal{Q} = \emptyset\). Then \(\tilde{R}\) must be finite, and either \(u_1(\tilde{R}) = 0\) or \(u_2(\tilde{R}) = 0\). This proves \(I = \mathcal{U} \cup \mathcal{V} \cup \mathcal{S}\), and also when \((\alpha, \beta) \in \mathcal{S}\), we must have \(u'_1(x) < 0, u'_2(x) < 0\) for \(x \in (0, \tilde{R})\).

Secondly we consider the linearized equations (2.6) and (2.7). Here we have

\[
f_1 = -b + u_2(x), \quad f_2 = u_1(x), \quad g_1 = u_1(x), \quad g_2 = 0.
\]
It is clear that the system is cooperative and that \((f, g)\) is superlinear and weakly sublinear. Then the solutions \((\phi_i, \psi_i)\) \((i = 1, 2)\) of the linearized equation are of one sign. That is,
\[
\phi_1(x) > 0, \quad \psi_1(x) < 0, \quad \phi_2(x) < 0, \quad \psi_2(x) > 0.
\]
Similar to the proof in subsection 3.1, we are able to show that the characterization of the sets \(U\), \(V\), and \(S\) as in Proposition 3.3 also hold here. Since the statement is exactly the same, we omit it here.

Now we can classify all solutions of the initial value problem (2.3) with \((f, g)\) defined in (3.27).

**Proposition 3.12.** Consider equation (2.3) with \(c = 0\), and \((f, g)\) is defined in (3.27).

1. There exists a strictly increasing function \(\Phi : (0, \infty) \to (b, \infty)\) satisfying
\[
\lim_{\alpha \to 0^+} \Phi(\alpha) = b \quad \text{and} \quad \lim_{\alpha \to \infty} \Phi(\alpha) = \infty
\]
such that
\[
S = \{(\alpha, \Phi(\alpha)) : \alpha > 0\},
\]
\[
V = \{(\alpha, \beta) : \alpha > 0, \beta > \Phi(\alpha)\},
\]
\[
U = \{(\alpha, \beta) : \alpha > 0, b < \beta < \Phi(\alpha)\}.
\]

2. Define \(R(\alpha)\) to be the common first zero of \(u_1(x; \alpha, \Phi(\alpha))\) and \(u_2(x; \alpha, \Phi(\alpha))\). Then \(R(\alpha) : (0, \infty) \to (0, \infty)\) is a continuously differentiable, strictly decreasing function satisfying \(\lim_{\alpha \to 0^+} R(\alpha) = \infty\) and \(\lim_{\alpha \to \infty} R(\alpha) = 0\).

**Proof.**

1. Similar to the proof of Proposition 3.4 for \(\alpha > 0\), we define \(\Phi_1\) and \(\Phi_2\) as in (3.15). Again from the continuous dependence of solutions of (2.3) on the initial conditions, both \(U\) and \(V\) are open subsets of \(I\). From Lemma 3.11 \(Q = \emptyset\), and for \(\alpha > 0\), we can show that \((\alpha, \Phi_i(\alpha)) \in S\) for \(i = 1, 2\) using the same argument as in the proof of Proposition 3.4 Therefore \(\Phi_1(\alpha) = \Phi_2(\alpha)\) (which we define as \(\Phi(\alpha)\)). This proves the characterization in (3.34). The properties in Proposition 3.3 imply that \(\Phi(\alpha)\) must be strictly increasing. From the proof of Lemma 3.11 the limits in (3.33) hold.

2. The proof for the properties of \(R(\alpha)\) is similar to that of the proof of Proposition 3.5.

The existence of positive solutions of (3.23) with \(c = 0\) and any \(R > 0\) can be proved using the same variational method as in the \(c > 0\) case. Hence we have the following result.

**Theorem 3.13.** Suppose that \(b > 0\) and \(c = 0\). Then for any \(R > 0\), (3.23) has a unique positive solution \((u_1(x; R), u_2(x; R))\). If \(R_1 > R_2\), then \(u_1(0; R_1) < u_1(0; R_2)\) and \(u_2(0; R_1) < u_2(0; R_2)\). Moreover, (3.23) has no positive solution.
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