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Abstract. We consider a class of singular systems of Lane-Emden type










∆u + λup1vq1 = 0, x ∈ D,

∆v + λup2vq2 = 0, x ∈ D,

u = v = 0, x ∈ ∂D,

with p1 ≤ 0, p2 > 0, q1 > 0, q2 ≤ 0, and D a smooth domain in Rn. In case the
system is sublinear we prove existence of a positive solution. If D is a ball in Rn, we

prove both existence and uniqueness of positive radially symmetric solution.

1. Introduction. In this paper we study the existence and uniqueness of the pos-
itive radially symmetric solutions of the semilinear elliptic system:











∆u + λup1vq1 = 0, x ∈ B1,

∆v + λup2vq2 = 0, x ∈ B1,

u = v = 0, x ∈ ∂B1,

(1)

where B1 is the unit ball in Rn, n ≥ 1, and pi, qi ∈ R, i = 1, 2. (1) is called a
generalized Lane-Emden system.

We notice that a transformation U(y) = u(λ−1/2y), and V (y) = v(λ−1/2y) will
convert (1) into











∆U + Up1V q1 = 0, y ∈ BR,

∆V + Up2V q2 = 0, y ∈ BR,

U = V = 0, y ∈ ∂BR,

(2)

where BR is the ball in Rn with center at y = 0 and radius R, and R =
√

λ. Thus
the structure of the solution set of (2) is same as that of (1). We shall study (1)
instead of (2) in this paper since the domain is a ball with fixed radius.
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Our approach to the uniqueness is based on two ingredients: (a) the parameter-
ization of the set of all solutions; and (b) the scaling of the homogeneous equation
(1). To illustrate the ideas, we consider the positive radial solutions of scalar equa-
tion:

∆u + λup = 0, x ∈ B1, u = 0, x ∈ ∂B1. (3)

Similar to (2), the solutions of (3) are equivalent to those of

∆U + Up = 0, y ∈ BR, U = 0, y ∈ ∂BR, (4)

via the same change of variables above. Then from the uniqueness of the initial
value problem of ordinary differential equation, the radius R in (4) is uniquely
determined by U(0) = maxy∈BR

U(y), and so is λ = R2. Thus the solution set of

(4) is parameterized by a single parameter U(0). On the other hand, if u1(x) is
a solution of (3) with λ = 1, then uλ(x) = λ1/(1−p)u1(x) is a solution of (3) for
general λ > 0, and the range of {uλ(0)} is R+. The curve Σ = {(λ, uλ) : λ > 0} is
monotone, hence we obtain the uniqueness of the solution for each λ > 0. (Here we
assume the existence of u1, which in fact can also be proved.)

We follow a similar approach for the uniqueness of solutions to the system (1).
While the scaling of homogeneous nonlinearities can still be done, the parametriza-
tion of the solutions for system is not simple, and it may not be always possible
that the solution set is parameterized by one parameter. We generalize an idea
of Dalmasso[3] to prove that the solution set {(λ, u, v)} of (1) (or equivalently
{(R,U, V )} of (2)) can be parameterized by a single variable u(0) (or U(0) respec-
tively) under certain conditions on the nonlinearities. (For a particular system this
was also observed by Korman [5].) In particular we prove the uniqueness of the
solution of (1) for any fixed λ when p1, q2 ≤ 0 and p2, q1 > 0, which generalizes
results of Dalmasso[2, 3] and Korman [4]. We also prove a new existence result for
(1) with general bounded smooth domain when p1, q2 < 0 and p2, q1 > 0 and also
satisfying some extra conditions by using sub-supersolution method, thus obtaining
the existence and uniqueness for that case.

We will prove a general parametrization result in Section 2, and apply it to the
uniqueness problem in Section 3. In Section 4, we prove the existence result for the
singular case of p1, q2 > 0 and p2, q1 < 0. After submitting this paper, we learned
that Maniwa [7] proved the uniqueness of positive solution to a higher dimensional
version of (1) for general bounded domain when the exponents are sublinear (see
below and [7].) Our uniqueness is for all exponents, and our approach is quite
different.

2. Parametrization of the solution set. We consider a system of semilinear
equations:











∆u + λf(u, v) = 0, x ∈ B1,

∆v + λg(u, v) = 0, x ∈ B1,

u = v = 0, x ∈ ∂B1,

(5)

where f, g : R+ ×R+ → R are C1 functions. We assume that f and g satisfy

∂f(u, v)

∂u
≤ 0,

∂f(u, v)

∂v
> 0,

∂g(u, v)

∂u
> 0,

∂g(u, v)

∂v
≤ 0, for any u ≥ 0, v ≥ 0.

(6)
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Lemma 1. Assume that f(u, v) and g(u, v) satisfy (6), and (u1, v1) and (u2, v2) are
two radially symmetric solutions of (5) with the same parameter λ. If u1(0) = u2(0),
then v1(0) = v2(0).

Proof. Suppose not, we can then assume v1(0) > v2(0) without loss of general-
ity. Then v1(x) − v2(x) > 0 in a neighborhood of 0. Since ∆(u1 − u2)(0) =
λ[f(u2(0), v2(0)) − f(u1(0), v1(0))] < 0 and u1(0) − u2(0) = 0 and ∇u1(0) =
∇u2(0) = 0, then u1(x) − u2(x) < 0 for x ∈ Bδ\{0} for some δ > 0. (Keep
in mind, both solutions are radially symmetric.) We define r0 = sup{r > 0 :
v1(x) − v2(x) > 0, u1(x) − u2(x) < 0, 0 < |x| < r0}. From the above, r0 > 0. Sup-
pose that r0 < 1, then either v1(x)− v2(x) = 0 or u1(x)− u2(x) = 0 when |x| = r0.
We assume that u1(x) − u2(x) = 0 when |x| = r0. Then for x ∈ Br0

, ∆(u1 − u2) =
λ[f(u2, v2)− f(u1, v1)] = λ[f(u2, v2)− f(u2, v1)]+λ[f(u2, v1)− f(u1, v1)] < 0 using
that v1 − v2 > 0 and u1 − u2 < 0 in Br0

. Since we also have u1 − u2 = 0 on
∂Br0

, then u1 − u2 ≥ 0 in Br0
by the maximum principle, which contradicts with

u1(x)− u2(x) < 0 for x ∈ Bδ\{0}. We can reach a similar contraction if we assume
that v1(x) − v2(x) = 0 when |x| = r0. Hence r0 = 1. When r0 = 1, we have
v1 − v2 = 0 and u1 − u2 = 0 on ∂B1 because of boundary conditions. But then we
reach the same contradiction by the above arguments.

Proposition 1. Assume that f(u, v) and g(u, v) satisfy (6). Then the set of positive
radial solutions of (5) can be parameterized by d = u(0), i.e. for each d > 0, there
exists at most one solution (λ, u, v) such that u(0) = d; The set of solution is a
differentiable curve

Σ = {(λ(d), u(·, d), v(·, d)) : d ∈ T}, (7)

where T is an open subset of R+, and u(0, d) = d.

Proof. Let d > 0. From Lemma 1, there is at most one e = v(0) such that (5) has a
solution with (u(0), v(0)) = (d, e). If such a solution exists, λ can also be uniquely
determined since via a change of variables, we have











∆U + f(U, V ) = 0, y ∈ BR,

∆V + g(U, V ) = 0, y ∈ BR,

U = V = 0, y ∈ ∂BR,

(8)

where R =
√

λ. R can be determined from the shooting problem of the initial value
problem:



















U ′′ +
n − 1

t
U ′ + f(U, V ) = 0, t > 0,

V ′′ +
n − 1

t
V ′ + g(U, V ) = 0, t > 0,

U ′(0) = V ′(0) = 0, U(0) = d, V (0) = e.

(9)

Note here Lemma 1 also implies that there is at most one e = v(0) such that U
and V in (9) will hit 0 at simultaneous R. Since f and g are C1, then we can
differentiate (9) with respect to d, thus (λ(d), U(d), V (d), R(d)) is differentiable, so
is (λ(d), u(d), v(d)).

Remark. The results above are motivated by Dalmasso[3], but our proof is simpler
and it could be generalized to some other problems like p-Laplacian equations. We
also notice that it is well-known that λ in (5) can be uniquely determined by the pair
(u(0), v(0)) for any f and g (see e.g. Korman[4], Lemma 4.1), which follows from
the uniqueness of solution to initial value problem of ordinary differential equations.
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It would be interesting to know if there are examples of f and g so that the solution
set of (5) cannot be determined by u(0) alone, but must depend on both u(0) and
v(0).

3. Uniqueness. In this section we consider the uniqueness of radially symmetric
solution of (1), assuming that

p1 ≤ 0, p2 > 0, q1 > 0, q2 ≤ 0. (10)

Here we assume the existence of a radially symmetric solution of (1) for some λ0 > 0,
and study the uniqueness based on this assumption. We will prove one existence
result in Section 4.

Theorem 1. We assume that pi, qi satisfy (10), and there exists λ0 > 0 such that
(1) has a positive radially symmetric solution (uλ0

, vλ0
). Then

1. If (1 − q2)(1 − p1) − q1p2 6= 0, then for each λ > 0, there exists exactly one
positive radially symmetric solution (uλ, vλ);

2. If (1 − q2)(1 − p1) − q1p2 = 0, then (1) has no positive radially symmet-
ric solution for any λ > 0 and λ 6= λ0, and (1) has infinitely many pos-
itive radially symmetric solutions at λ = λ0, which can be represented as
{(kuλ0

, kθvλ0
) : k > 0}, with θ = (1 − p1)/q1 = p2/(1 − q2).

Proof. First we assume that (1 − q2)(1 − p1) − q1p2 6= 0. Suppose that there
exists a λ0 > 0 such that (1) has a solution (uλ0

, vλ0
), then it is easy to verify

that (u1, v1) = (λ
(1−q2+q1)/[(1−q2)(1−p1)−q1p2]
0 uλ0

, λ
(1−p1+p2)/[(1−q2)(1−p1)−q1p2]
0 vλ0

)
is a solution of (1) with λ = 1.

For each λ > 0, we define

(uλ, vλ) = (λ−(1−q2+q1)/[(1−q2)(1−p1)−q1p2]u1, λ
−(1−p1+p2)/[(1−q2)(1−p1)−q1p2]v1),

(11)
then it is a solution of (1) with the given λ. Clearly {(uλ, vλ) : λ > 0} is a
smooth curve, and the map P : λ 7→ uλ(0) is also smooth and monotone. Indeed
P (λ) = λ(1−q2+q1)/[(1−q2)(1−p1)−q1p2]P (1), thus it is strictly increasing when (1 −
q2)(1−p1)− q1p2 > 0, and it is strictly decreasing when (1− q2)(1−p1)− q1p2 < 0.
Moreover the range of the map P is (0,∞). From Proposition 1, for each d > 0, there
is at most one solution of (1), with u(0) = d. Therefore (1) has no other solutions
besides the ones on the curve {(uλ, vλ) : λ > 0}, which proves the uniqueness of the
solution for each λ > 0.

If (1 − q2)(1 − p1) − q1p2 = 0, then we can see that (kuλ0
, kθvλ0

) is a solution
of (1), where k > 0, and θ = (1 − p1)/q1 = p2/(1 − q2). We define the map
Q : k 7→ kuλ0

(0) for k > 0, then the range of Q is also (0,∞). From Proposition 1,
for each d > 0, there is at most one solution of (1), with u(0) = d. Therefore (1)
has no other solutions besides the ones on {(kuλ0

, kθvλ0
) : k > 0}.

Remark. The special case of p1 = q2 = 0 is proved in Dalmasso[3]. Similar to the
scalar equation case, when (1− q2)(1−p1)− q1p2 > 0, we call the system sublinear,
and when (1−q2)(1−p1)−q1p2 < 0, we call it superlinear. The bifurcation diagrams
for three cases are as in Figure 1. (The middle one is the case (1−q2)(1−p1)−q1p2 =
0, which we refer as “linear”due to the linear structure of the solution set.)
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Figure 1. Bifurcation Diagrams: (a) sublinear; (b)“linear”; (c) superlinear

4. Sublinear singular systems. In this section we prove an existence result for
the system in (1) on general domains, for the exponents satisfying (10) and being
sublinear (see the definition in Section 3.) We begin by recalling the following
well-known result, see [1], [6], [8].

Theorem 2. Consider the problem

∆u + q(x)up = 0, x ∈ D, u = 0, x ∈ ∂D, (12)

with q(x) > 0 on D, and q(x) ∈ Cα(D̄), and p < 0. Assume that ∂D is of
class C2+α, 0 < α < 1. Then the problem (12) has a unique positive solution
u ∈ C2+α(D) ∩ C(D̄). This solution is monotone increasing in q(x). Moreover, if
D is a ball and q(x) is radially symmetric, then so is the solution u = u(|x|).

Consider the system










∆u + up1vq1 = 0, x ∈ D,

∆v + up2vq2 = 0, x ∈ D,

u = v = 0, x ∈ ∂D,

(13)

where D is a smooth bounded domain in Rn. We assume that pi and qi satisfy
(10).

We make a change of variables u = αU , v = βV , with constant α and β, and
choose β, which will equalize the coefficients in front of the nonlinear terms of the

resulting system, i.e. λp1−1βq1 = αp2βq2−1, which implies that β = α
p2−p1+1

q1−q2+1 . The
system (13) transforms to











∆U + αθUp1V q1 = 0, x ∈ D,

∆V + αθUp2V q2 = 0, x ∈ D,

u = v = 0, x ∈ ∂D,

(14)

with

θ = − (1 − q2)(1 − p1) − q1p2

q1 − q2 + 1
. (15)

We call the original system (13) sublinear if θ < 0 i.e.

(1 − q2)(1 − p1) − q1p2 > 0. (16)

Theorem 3. Any sublinear system (13), satisfying (10), admits a positive (component-
wise) classical solution. Moreover, if D is a ball, there exists a positive radially
symmetric solution.

We will prove this theorem by using monotone iterations. However, because of the
singularity, one cannot convert (13) to an system increasing in both u and v, by the
usual trick of adding a constant times u (or v). We introduce a modification, where
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on each step we solve two singular semilinear equations. We recall the following
definition.

Definition. We say that a pair of functions (u0, v0) ∈ C2(D) × C2(D) is a subso-

lution of (13) if










∆u0 + up1

0 vq1

0 ≥ 0, x ∈ D,

∆v0 + up2

0 vq2

0 ≥ 0, x ∈ D,

u0, v0 ≤ 0, x ∈ ∂D.

(17)

A supersolution is defined by reversing the inequalities in (15).

Proof of Theorem 3. We present a pair of ordered super- and subsolutions of (13),
and then set up monotone iterations. Let D̄ by any smooth domain, which contains
D as a proper subset, and let φ̄(x) denote the principal eigenfunction of the minus
Laplacian on D̄, corresponding to the eigenvalue λ̄1 > 0. Then the pair (U0, V0) =

(αφ̄(x), α
p2−p1+1

q1−q2+1 φ̄(x)) is a supersolution of (13), if α is sufficiently large. Indeed,
U0, V0 > 0 on ∂D, and

{

∆U0 + Up1

0 V q1

0 = α(−λ̄1φ̄ + αθφ̄p1+q1),

∆V0 + Up2

0 V q2

0 = α
p2−p1+1

q1−q2+1 (−λ̄1φ̄ + αθφ̄p2+q2),

where θ < 0 is defined by (15). Clearly the right hand sides are negative for large
enough α. Turning to the subsolution, let φ(x) denote the principal eigenfunction
of the minus Laplacian on D, corresponding to the eigenvalue λ1 > 0. We construct

a subsolution in the form (u0, v0) = (ǫφ(x)δ, ǫ
p2−p1+1

q1−q2+1 φ(x)γ), with constants δ > 1
and γ > 1 to be selected, and ǫ > 0 sufficiently small. We compute

{

∆u0 + up1

0 vq1

0 = ǫ(−λ1δφ
δ + δ(δ − 1)φδ−2|∇φ|2 + ǫθφδp1+γq1),

∆v0 + up2

0 vq2

0 = ǫ
p2−p1+1

q1−q2+1 (−λ1γφγ + γ(γ − 1)φγ−2|∇φ|2 + ǫθφδp2+γq2).
(18)

Let us assume that

δp1 + γq1 ≤ δ. (19)

This implies that near the boundary ∂D the term φδp1+γq1 cannot vanish faster
than φδ. Hence for ǫ small (i.e. ǫθ large) and δ > 1, the right hand side of the first
equation in (18) is positive. Similarly if we assume that

δp2 + γq2 ≤ γ, (20)

then for ǫ small and γ > 1, the right hand side of the second equation in (18) is
positive. It remains to show that we can select δ > 1 and γ > 1, satisfying (19)
and (20). The inequality (19) is satisfied by (δ, γ), which lie below the line L1 :
γ = −p1+1

q1
δ. Similarly, (20) describes the region above the line L2 : γ = p2

−q2+1δ. We

need that the slope of L1 is greater than the slope of L2, which is exactly equivalent
to the sublinearity condition (16). Then there are infinitely many solutions of (19)
and (20). This concludes the construction of a subsolution. By decreasing ǫ, if
necessary, we may assume that

u0 < U0, and v0 < V0 for all x ∈ D. (21)
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Starting with a subsolution (u0, v0) we now construct a sequence of iterates
(un, vn) by solving two scalar semilinear singular boundary values problems

{

∆un + up1
n vq1

n−1 = 0, x ∈ D, un = 0, x ∈ ∂D,

∆vn + up2

n−1v
q2
n = 0, x ∈ D, vn = 0, x ∈ ∂D.

(22)

In view of the Theorem 2 there exist classical solutions (un, vn) for these two prob-
lems. We claim that

u0 ≤ u1 and v0 ≤ v1. (23)

Indeed, the function u1 − u0 is non-negative on the boundary ∂D. If the first
inequality in (23) were false, the function u1−u0 would achieve a negative minimum
at some x0 ∈ D, which implies in particular that u1(x0) < u0(x0), and hence

up1

1 (x0) > up1

0 (x0), (24)

since p1 < 0. From (22) and (17) we then have

∆(u1 − u0) + vq1

0 (up1

1 − up1

0 ) ≤ 0.

At x0 the first term on the left is non-negative, and the second one is positive by
(24), giving us a contradiction, which proves (23). By Theorem 2

un−1 ≤ un, and vn−1 ≤ vn for all n ≥ 1. (25)

Starting with the supersolution (U0, V0), we construct a sequence of iterates (Un, Vn),
similarly to (22). Since v0 ≤ V0, we have u1 ≤ U1 ≤ U0 by the Theorem 2. Re-
peating this argument, since u1 ≤ U0, we conclude that u2 ≤ U1 ≤ U0, and in
general

un ≤ U0 and vn ≤ V0.

It follows that un → u, vn → v, and by standard arguments (u, v) is a classical
solution of (12).

Combining Theorems 1 and 3, we have

Theorem 4. If D is a ball and the conditions of the Theorem 3 are satisfied,
then any sublinear system (13) admits a unique positive (component-wise) radially
symmetric classical solution.

Remark. Special case of Theorem 3 has been obtained in Korman[4], and Dalmasso[2,
3]. When the system is superlinear or “linear”, the only available result seems to
be the case of p1 = q2 = 0, for which a variational structure exists, see Dalmasso[3]
and references therein.
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