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1. Introduction

Since the pioneering work of Turing [1], Reaction-Diffusion systems have been used to demonstrate morphogenetic
pattern formation [2-7]. During the process of cell division and differentiation, gene expressions control the establishment
of stable patterns of differentiated cell types. Recent experimental studies have shown that timing of the pattern-forming
events may have important implications in the development of the patterns [8,9,4,5,10,11]. In particular, there exists
a considerable delay between the start of protein signal transduction (ligand-receptor binding) and the result (a gene
production) via gene expression regulations [10].

In 1972, Gierer and Meinhardt [ 12] proposed a nonlinear reaction-diffusion model to describe the interaction dynamics
of two chemical substances: (see [12, Eq. (12)])

aa 0+ ct ab 4D d%a

~- = Pota Clg— — Vqa a5

ot ha ox2 (1.1)
oh > a h+D 0%h

— =cl— —v —

at Mps T T T g2

where a(x, t) and h(x, t) are the concentrations of the activator and the inhibitor respectively; the reactions of activators and
inhibitors are assumed to be power functions of @ and h, and at the same time both substances are removed at a linear rate;
the activator a and the inhibitor h diffuse in the environment with diffusion constant D, and Dy, respectively, and it is assumed
that h diffuses faster than a; finally a constant source term for a initiates the whole reaction. Here £,, po, £, C, Vg, C’, vy, are
all positive constant parameters, and the exponents p, g, r, s are all nonnegative. One of particular examples of exponents
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they considered was g = 1,s = 0,and p = r = 2. That is, two molecules of activator are necessary to activate, and one
molecule of inhibitor is needed for inhibit; and the activators activate both substances and the inhibitors only inhibit the
activator source.

On the other hand, by assuming a saturation of activator production for the case g = 1,s = 0,andp = r = 2in (1.1),
Gierer and Meinhardt [12] also considered (see [12, Eq. (16)])

da a? 0%a

E =p0€a+C£a7(] +Ka2)h —Uaa‘i‘Daﬁ, (1 2)
% = C/fhaz —vph + Dhﬂ.

ot 0x2

For system (1.2), the activator concentration is limited to a maximum value so that the activated area forms an approximately
constant proportion of the total structure size. Numerical simulation of concentration patterns were obtained in [12] as well
as [13,14] for one and two-dimensional spatial domains.

Since then, the Gierer-Meinhardt system has been regarded as one of the prototype reaction-diffusion models of
spatiotemporal pattern formation [15,16], and extensive research has been done for a more general Gierer-Meinhardt
system in the form of (withx = 0 or x > 0)

a—u:ezAu—u—}—paL—kaﬂ, xe R, t>0,
at (1 + kuP)v
ra—v=DAv—v+phu—r+ah xef2, t>0
ot Vs ’ ’ ’ (1.3)
ou(x, t) _ du(x, t) _o. XEdR. >0,
av ov
u(x, 0) = ug(x) > 0, v(x,0) = vo(x) >0, xe€ 2.

52
Here, §2 is a bounded smooth region in R", n > 1 and the Laplace operator Aw(x, t) = Z?:l 9 La”g’o forw = u,v
shows the diffusion effect; 22%9 is the outer normal derivative of w = u, v, and a no-flux boundary condition is

imposed; the coefficients €, T and D are positive constants, whereas « is a nonnegative constant; the basic production terms
04 = 04(x), on = op(x) are nonnegative, and the interaction coefficients p; = p4(X), on = pn(x) are positive over £2. Up
to now, there are many research results on the nonhomogeneous steady state solutions (such as multi-peak steady state
solutions, etc.) of the Gierer-Meinhardt system (1.1), (see Refs. [17-25]) and the Gierer-Meinhardt system with saturation
(1.2), (see Refs. [26-29]), and the a priori estimates, global existence and asymptotic behavior of the solution [30-35].

In this paper we assume that o, p, and pj, are positive constants, the basic production term o;,(x) = 0, and the saturation
parameter « is a positive constant. Then system (1.3) becomes:

U _ 2ay oyt v, €2, t>0
— = € u—u P EEE——— Ogq, X s > U,
ot P+ cwryor T %

ov DA + d xef2, t>0
T— = v—uv —, , t>0,

ot s (14)
u(x, t Ju(x, t

(X ) = U(X ) =07 XGB.Q, t>0,

v ov

u(x, 0) = ug(x) > 0, v(x,0) = vo(x) >0, x€

where pq, k, 04, pn, €, T and D are positive constants. We show that when the saturation constant « is large then the
unique constant steady state solution is globally attractive, hence no spatiotemporal pattern is possible. In [28] assuming
p=r=2,s=0andq = 1, Morimoto showed that system (1.4) admits a radially symmetric steady state solution when
« is small, and the global stability proved here implies that (1.4) cannot have such radially symmetric steady state solution
when « is large.

In recent studies Gaffney and Monk [8] and Seirin Lee et al. [10] (see also [36,37]) considered the effect of gene
expression time delays on morphogenesis and pattern formation. The time delays in the feedback can be caused by the
signal transduction, gene transcription and mRNA translation in the process of gene expression [10]. Here we consider the
Gierer-Meinhardt system with gene expression time delays and saturation of activator induced activator production as
proposed in [10] (model I with saturation of activator induced activator production in [10]):

3 82 2 , t —

o _ D]J + ki — kou(x, t) + k3 v 7) ’

PY: %2 T+ w2, t —yNvx, t —y) (1.5)
ov 9%v |

— =Dy—— + ki’ (x, t — ) — ksv(x, t),
T 252 4U°( ¥) 5U(X, 1)
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where u, v are the concentrations of the activator and the inhibitor respectively; k; (1 < i < 5) are positive and indicate
the production rate, the decay rates and the rate of gene product interaction of morphogens, k > 0 represents the effect of
the saturation, and y > 0 is the gene expression time delay in the morphogen induced protein production.

Indeed we consider a generalized nonlocal Gierer-Meinhardt system with gene expression time delays:

u uP ’t_
—:ezAu—u—i—pu/kl(x,y) i V) dy+o0, xeR,t>0,
ot 2 (T +kuP(y, t —y)viy, t —y)
b
ra—:)=DAv—v—|—ph/ ko (x, pu" (v, t — y)dy xe 2, t>0, (1.6)
I?;
ou(x, t ov(x, t
U(X )= U(X )=0’ X€8.Q,t>0,
av av
u(x,t) = up(x,t) > 0, v(x,t) = vo(x,t) > 0, xe 2, tel[—y,0],

following the general version in Suzuki and Takagi [34]. And the dispersal kernel functions k;(x, y), (i = 1, 2), satisfy the
following property (see, for example [38,39]):

(K) Either kj(x,y) = &8(x — y) (Dirac Delta function), or k;(x,y) is a continuous and nonnegative function such that
f_Q ki(x, y)dy = 1 for any x € £2 and the linear operator

mww:/%Mwaw
2

is strictly positive on C(£2, R) in the sense that
L(C(£2,R4) \ {0}) C C(22,Ry) \ {0}.

The generalization of (1.5) to a nonlocal model as in (1.6) is motivated by recent work in [40,41,38,42], as the effects of
diffusion and time delays are not independent of each other, and the individuals have not been at the same point in space at
previous time. Hence a spatial averaging of the population in the past time should be added to take account of that effect in
the models, and a detailed review on that topic can be found in Gourley, So and Wu [42]. Such formulation for the models
in a bounded domain first appeared in Gourley and So [38], and see also [40,41,43,39]. In Section 4, we will also comment
on the validity of assumption (K).

Note that when k;(x,y) = §(x —y), (i = 1, 2), system (1.6) reduces to the following time-delayed reaction-diffusion
system (as in [10]):

ou W, t—7y)

2

— =€c¢“Au—u+ +o04, X€82,t>0,
ot At — i —y)

av .
TE:DAu—u-i—phu(x,t—y) xe 2, t>0, (1.7)
au(x, t ov(x, t

® 6 _ v )=0’ x€ 9, t >0,

av av
ux, t) = up(x, t) > 0, v(x, ) = vo(x,t) > 0, xe 2, tel-y,0l

Again our main result is that the unique constant steady state solution is globally asymptotically stable when the saturation
constant « is large, but the result for the delayed system (1.6) is that the exponent s in system (1.4) is 0 in (1.6). While
this shows the restriction of the mathematical method of proving the global stability, it may suggest that the additional
feedback of v° term in (1.4) could enrich the dynamics. We use a upper-lower solution method for the proof of global
stability, which was developed by Pao [44-47], and see also related work in [48,49]. We remark that the global stability
of constant equilibrium in a scalar delayed reaction-diffusion equation have also been proved by using dynamical system
approach [50,51], Lyapunov method [52,53], and fluctuation method [43,39].

Our analysis here shows that a strong saturation effect plays a role of stabilizing the constant steady state even when the
delays exist. That is, when « is sufficiently large, the constant steady state is globally stable and no complex spatiotemporal
patterns appear despite gene expression delays. This shows that in the delayed Gierer-Meinhardt system with saturation,
the degree of saturation is the most important parameter for the dynamics, while the time-delay is a secondary parameter
which can be the determining factor in the small saturation case. This is one step to rigorously analyze the dynamical
behavior of this prototype biological pattern formation system. Another step is to analyze the bifurcation of the system using
the time-delay as bifurcation parameter when « is small, which has been reported in [10]. The instability of the constant
equilibrium for a small x but a large delay has been rigorously proved in our other work [54]. Hence the present work
complements the one in [54,10].

The rest of this paper is organized as follows. In Section 2, we present some preliminaries: in Section 2.1, the basic
dynamics of the kinetic model is presented; and in Section 2.2, we recall the comparison method of the reaction-diffusion
systems with delay effect. In Section 3, we prove the global stability of the unique constant steady state solution with respect
to the reaction-diffusion system without the delay effect (1.4). In Section 4, we prove the global stability of the unique
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constant steady state solution with respect to the reaction-diffusion system with gene expression time delays (1.6) for any
delay ¥ > 0. Section 5 contains some concluding remarks. Throughout the paper, (a, b) > 0 meansa > 0and b > 0 for
(a,b) € R?.

2. Preliminaries

2.1. Analysis of the kinetic system

In this subsection, we analyze the following kinetic system corresponding to system (1.4):

du uP

- e gy T 20

dv ur (2.1)
TE:_U‘i‘phE, t>0,

u(0) =ug > 0, v(0) = vy > 0.

In this subsection, we always assume that p,, pn, 04, T, P, q, 7 > 0,and s, « > 0.

Lemma 2.1. Suppose that the parameters pq, pn, 04, T, P, q, 7 > 0,and s, k > 0.If

-1
b= 9 (2.2)
r s+1
then system (2.1) has a unique positive constant equilibrium (u., v,.), where v, = (ppul,) s%l
Proof. If (u, v) is an equilibrium of system (2.1), then (u, v) satisfies
u? u’
—U+ pg——— +0,=0, —v+pp— =0,
Pa RO a Ph s
which implies u satisfies
i upf%
1+ kP = pgp, ' . (2.3)
u— o,

Define
qr
P~ 5

,%u
Li(w) = papy, ° — o
— Ua

and it can be easily verified that I; (u) is a strictly decreasing function foru > o, if(2.2)is satisfied. Moreover limlH(,aJr I1(u) =

00, limy_, o I1 (1) = 0 if (2.2) is satisfied. On the other hand, the function I,(u) := 1 4+ «uP satisfies ,(0) = 1 and it is

increasing on (0, co). Hence if (2.2) is satisfied, then the system has a unique positive constant equilibrium (u,, v,), where
1

u, is the unique positive root of (2.3), and v, = (ppul)51. O

From the proof of Lemma 2.1, we define 8 > o, to be the unique point such that I;(8) = 1. That is, 8 is the unique point
satisfying

g T
P o (B — 0g) = B (2.4)
For fixed parameters p,, 04, o1, D, 4, T, S, we regard u, as a function of ¥ and u,(0) = S. Then one can show that u, («) is
strictly decreasing in «. Indeed by differentiating 1 + «u2(x) = I;(u.(x)), and using that Ij(w) < Oforu > o, we see
that v (k) < 0. Since 1 + kb (k) = L(u.(k)), we have I; (u,(k)) — oo as k — oo. Hence lim,_ o u.(k) = o, and
lim,_ o+ us () = B.
We can now arrive at the following result about the local stability of the equilibrium (u,, v,).

Theorem 2.2. Suppose that the parameters pq, ppn, 04, T, P, q, T > 0,5,k > 0, Bisdefined asin Eq. (2.4), andp/r < q/(s+1).
1. If

ﬂ;aa<%<l+51:1>’ (2.5)

then (uy, v,) is locally asymptotically stable for any k > 0.
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2. If

then there exists k > 0 such that
(i) if & > «, then (uy, v,) is locally asymptotically stable;
(ii) if k < K, then (u,, v,) is unstable;
(iii) system (2.1) undergoes a Hopf bifurcation when k = «k at the positive equilibrium (u,, v,), and (2.1) possesses at least
one periodic orbit for any k < k;

(iv) if 57 = 1 (1+ ), thenk = 0.

Proof. Since the Jacobian matrix at the positive equilibrium (u,, v,) is

p—1 p
pu T
-1 + _ v q
Pa 1+ kuP)2v! 4P 14wl
rop u! s+1 '
T v T

*

using Eq. (2.3) and v, = (ppul) 54%1 we can calculate the determent of Jacobian matrix to be

ar_

p—1-
1 4y st p(s+1)
D(u,) = —|s+1 S - r) .
( *) T + +IOG/Oh 1+Kui 1+KU£ +q

and the trace of Jacobian matrix is

qr

s+1 P A
T(u,) = — <1 + T) +oy o T (e — 00)?

Since p/r < q/(s + 1), we see that for any o, < u, < B,D(u,) > 0and T'(u) > 0 foru > o,. If (2.5) is satisfied, then
T(B) < 0.Hence for any o, < u, < 8, T(u,) < 0, which implies that (u,, v,) is locally asymptotically stable for any x > 0
if (2.5) is satisfied.

On the other hand, if (2.6) is satisfied, by using T'(u) > 0 and T(o,) < 0, then we see that there exists a unique u, such
that T (u,) > 0 for u, > u,, T(u,) < Oforu, < u,,and T(u,) = 0. Since u,(«) is strictly decreasing in «, there exists k¥ > 0
such that when « > &, then (u,, v,) is locally asymptotically stable; when x < &, then (u,, v,) is unstable, and

dT(u())|  dT(u) du(i)
dic T du Cdk

K=K

< 0.

K=K

u=u(x)

System (2.1) undergoes a Hopf bifurcation at the positive equilibrium (u,, v,) for k = &, and from Poincare-Bendixson
theory, system (2.1) possesses a periodic orbit when x < «. It is easy to verify that if % = % (1 + #) thenk =0. O

Remark 2.3. We notice that 8 is a numerical value which depends on all other parameters except « and t, and in general 8

cannot be explicitly solved. Also the condition p/r < q/(s+ 1) in Theorem 2.2 is more restrictive than (p — 1) /r < q/(s+ 1)

in Lemma 2.1. But for the special casep = r = 2,s = 0and g = 1 as in (1.2), one can directly calculate 8 = o, + pap,jl
-1

B—oq PaPy

Fo = oot in Theorem 2.2. We choose 0, = 0.5, o, = 1, pp = 1, and T = 4, then in this case we have that
a OatpPaPy

K = 0.0234 (see Fig. 1).

and

We also remark that here we have only given some elementary analysis of the kinetic model, and a more detailed study
of the dynamics of (2.1) is still missing. For the non-saturation case x = 0, the kinetic model (2.1) was recently considered
in [55].

2.2. Comparison methods for delayed reaction-diffusion systems [47]

In this subsection, we recall some known results on the upper-lower solution methods for reaction-diffusion
systems with delays and Neumann boundary condition proposed by Pao [45,47]. This method can also be applied to
reaction—diffusion system without delays, as in Pao [44].

Consider two vector-valued function f, g : © x @* — R?, where @ and ©* are subsets of R* and

f(ll, W) = (fl(uv w)!fZ(“» W)), (u’ W) €0 X 0*9
g(L m) = (gl (17 m)! gz(l’ m))! (lv m) €0 x 0O
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Fig. 1. Hopf bifurcation diagram with parameter k. Herep =r =2,5s =0,q = 1, 0, = 0.5, p; = 1, p, = 1. The horizontal axis is «, the vertical axis is u,
and the vertical lines represent the u-range of the periodic orbits. Here a family of limit cycles bifurcate from the Hopf point ¥ &~ 0.0234 and the direction
of the Hopf bifurcation is backward and supercritical. The diagram is plotted using Matcont.

By writing the vector u, w, 1 and m in the split form
u=(u [u]g, [uly), W= (Wl [Wlg), 1= (1, [Hg),  m=(m]y,, [m]s)

where [v], denotes a vector with o number of components of v for v = u, w, 1 or m, the function f(u, w) is said to be
quasimonotone in @ x O©* if for any i = 1, 2, there exist nonnegative integers a;, b;, e; and d; satisfying the relations

ai+ b =1, ei+di=2 (2.7)
such that the function

fitu,w) = fi(w;, [ulg;, [uly,, (W], [W]a,)

is nondecreasing in each component of [u],; and [w],;, and is nonincreasing in each component of [u],, and [w]g;. Similarly,
the function g(l, m) is said to be quasimonotone in @ x @* if for any i = 1, 2, there exist nonnegative integers «;, £, ¥; and
d; satisfying the relations

wtph=2  p+8=2 (2.8)
such that the function

gi(l, m) = gi([llg;, [1g;, [m],,, [m]s,)

is nondecreasing in each component of [I],; and [m],,, and is nonincreasing in each component of [1]g, and [m]s,.
We consider the following general reaction-diffusion system with delay and nonlocal effect:

ou
a—; = Dy AUy + fi(t (%, £), Uy (%, £), Uy (x, £ — ), (%,  — )
+/k1(x,y)g1(u1(y, ), @, ), 1y, t —y), @y, t—y)dy, x€2,t>0,
2
U2 Dy Atly + (111 (X, £), thp (%, ). U (X, £ — ). p(x £ — 7))
8t—2221,,2,,171/,2,)/ (2.9)

+ f ko, )1y, £), (¥, ), w1 (¥, t — ¥), (¥, t —y))dy, x€ 2, t>0,

2
ouy(x, t) _ duy (X, t) _
v - v -
ui(x,t) = ¢1(x,t) > 0, u(x,t) = ¢a(x, t) > 0, xe 2, tel[-y,0]

0, Xxedf2, t>0,

where the kernel functions k1 (x, y) and k; (x, y) satisfy the second assumption in (K). If k; is the Delta function in (1.6), then
we can simply assume k; = 0 in (2.9). Suppose that there exist two vectors ¢ and € in R? such that ¢ < ¢ and fori = 1, 2,

i@, [€lq;, [y, [€le;, [€la) + &il[€lw;, [€lg;, [€ly;, [€ls) <0,

— — _ _ 2.10
£¢ [€]ar. [y, [€ler, [€lg) + g ([l [€g,. [€ly, [Els) = O; (2.10)



S. Chen, J. Shi / Nonlinear Analysis: Real World Applications 14 (2013) 1871-1886 1877
f(u, w) and g(1, m) are quasimonotone in a subset {(c, €) x (c, €¢) where (c,€) = {c € R?> : ¢ < ¢ < ¢}, and for each
i=1,2,fi(u, w) and g;(1, m) satisfy the Lipschitz condition
lfitu, w) — fi(w', w)| < Ki(ju—u'| + |w —w')),
&l m) — g, m)| < K[l =1 + [m — m'|)

for (u, w), (W', w'), (I, m) and (I', m’) in {c, ¢) x {c, ¢) and some K; > 0. Following [47] we define two sequences of constant
vectors {c"} = {(c], H)}, {c™} = {(cT, ¢}, from the recursion relations

(2.11)

I DR o _
= ¢ 1+Eﬁ-(c§" L e g, [€" s (€7 ey, [€%M4y),
1

1 _ _
+ Egi([cm‘llai, [ g, [€"7 M, [€"Ms)),

. (2.12)
= I D € b (€7 e (€7 ),
1
1 _ _m— _ —m—
&€ ey, €7 g, 1€ My, €77 i),
1
form=1,2,...,i=1,2andc® = ¢, c® = c. From [47, Lemma 2.1] and [45], the sequences {¢"} and {c™} satisfy the
monotonicity property
c<c"<c™l <™l <" <¢, m=1,2,.... (2.13)

Hence there exist limits € and € such that lim;,_, o, €" = € and lim,_, o €™ = €. From [47, Theorem 2.2], [47, Corollary 2.1]
and [45], the asymptotical dynamics of the reaction-diffusion system with delays (2.9) can be obtained as follows:

Theorem 2.4 ([47]). Suppose there exist ¢ < ¢ satisfying (2.10), f(u, w) and g(1, m) are quasimonotone and satisfy (2.11) in
(c,€) x {(c,c). Then for any initial condition ¢ = (¢1,$2) in (c,c), the solution u(x,t) = (ui(x,t), ux(x,t)) of
system (2.9) satisfies the relation

c<u(x,t) <¢ te (0, 00),xes. (2.14)

If, in addition, ¢ = € = c*, then ¢* is the unique steady state solution of system (2.9) in (c, ) and

tlim u(x, t) =c*, uniformly for x € 2. (2.15)
— 00

Corollary 2.5 ([47]). Let the conditions in Theorem 2.4 hold, and let
u(x, t) = (u1(x, t), uz(x, t))

be the solution of system (2.9) of an arbitrary initial function ¢. If there exists t* > 0 such that
c<u(xt)<c fort*—T<t<tt xe®,

then u(x, t) satisfies (2.14) for all t > t*. Moreover if ¢ = €, then (2.15) holds.

Remark 2.6. For reaction-diffusion systems without delays, f(u, w) = f(u). And since fis independent of w, then the choice
of e; and d; does not affect the equation. The general theory of upper-lower solutions of such systems have been considered
in pp. 424-431 of [44], for example.

Remark 2.7. 1. For system (1.4) without delays, g(I, m) = 0, and f(u) = (f; (u), f,(u)), where
up

(1 + kuP)v +
1 u"
f(uw) = - (—v + Ph;) ,

T

fitw) = —u+ pq

Oq,

andu = (u,v). Herea; = 0,b; = 1,a; = 1, b, = 0, [u]p, = v and [u],, = u. In this case, the nonlinearity (f, f) is
called mixed quasimonotone as one of a; and one of b; are not zero. Hence the coupled upper solution (¢, ¢;) and lower
solution (c,, ¢,) of system (1.4) satisfy

=P =T
c
0>04—Ci4 P57 0> ph—s —Ca,
a 1 pa(l—}—KEI]))Qg phC; 2 S 16
P r ( )
[ c

=1
0< Pn— —Cy-

0<os—c¢i+pa—7T—F5=>
C A ke e
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2. For system (1.7) with local delays, g(1, m) = 0, f(u, w) = (f; (u, w), f>(u, w)) are defined as
wP

u,w) =—u _
i w) =~ pe e

Oa,

fHr(u,w) = % (—v+ pw'),
whereu = (u, v), w = (w, z). Here
a; =0, b1 =1, er =1, di =1,
a, =1, b, =0, e, =2, d, =0,
and
[uly, =v, W, =w, [Wlg, =2
(ulg, =u,  [w], = (w,2).

Hence the pair of numbers (¢4, ¢3) and (¢,, ¢,) defined in (2.16) are still upper- and lower-solutions of (1.7). We notice
that here variables u and z are both missing in f,, hence (a;, b,) can also be (0, 1), and (e,, d;) can also be (1, 1). This
does not affect the choice of upper- and lower-solutions.

3. For system (1.6) with nonlocal delays, f(u) = (f;(u), f2(u)) and g(m) = (g;(m), g,(m)) are defined as

1
fiw)=—u+o,,  fr(w) = v
p

Pa 1+ kwp)z®’
where u = (u, v), m = (w, z). Here

1
g1(m) = g(m) = = (pnw'),

y1 =1, 81=1, and y, =2, 8, =0,
and
[m],, =w, [wls;, =z, and [w], = (w,2).
Hence the pair of numbers (¢4, ¢;) and (¢, ¢,) defined in (2.16) are still upper- and lower-solutions of (1.6). Here we

remark that a;, b;, ¢;, d;, o; and B; for i = 1, 2 can be any nonnegative integers satisfying Eqs. (2.7) and (2.8).

3. Global attractivity for system without delay and nonlocal effect

In this section we analyze system (1.4) which is without the delay effect. For more precise asymptotic behavior of the
solutions, we recall the following well-known result, and for the convenience of readers, we also sketch a proof.

Lemma 3.1. Assume that h : (0,00) — R is a smooth function so that h(w)(w — wg) < 0 for any w > 0 and
w # wy, h(wg) = 0. Consider the initial-boundary value problem

ow

IEZDAW‘I‘h(w)’ XeQ,t>t0,

Jw(x, t

Jw O _ 0, X€dR, t >ty G-
av

w(x, tg) > 0, xXe

where 7, D > 0, ty € R, then w(x, t) exists forall t > ty, w(x, t) — wo uniformly for x € 2 ast — oo.

Proof. LetM = max{max,.s w(X, tp), we} and m = min{min, .z w(x, fp), we}. Thenitis easy tosee thatuy (t) > w(x, t) >
um(t), where uy (t) and uy,(t) are the solutions of T’ = h(u) with initial conditions uy (tg) = M and u,(tg) = m
respectively. Then the convergence of w(x, t) follows from the convergence of uy (t) and u,,,(t). O

First we prove that any solution of system (1.4) is attracted by an invariant rectangular region.

Theorem 3.2. Suppose that the parameters pg, pn, 04, T, D, q, T, k, €, D > 0,5 > 0. Choose a constant €y so that

. Oq 4 (0g\FT
0 < e <minj{—, o (*) ,
0 { 2 Pn )
and define

1/(s+1) _

€1 = 0q — €p, G, = (,0h£§) €0,

_ 1 _ _
C1 =O~a+pam + €o, Cy = (phcq)”(sJH) + €p.
=2
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Then this chosen (c,, ¢,) and (1, C3) satisfy

1
0<c <oa<Oitpi—g <t 0<c<(@Em)’™ <@V <0, (32)
=2
and for any initial value ¢ = (ug(x), vo(x)), where ug(x) > 0, vo(x) > 0 forallx € 2, system (1.4) has a unique global solution
(u(x, t), v(x, t)), and there exists to(¢p) such that (u(x, t), v(x, t)) satisfies
(€1, &) = (ux, 1), v(x, t)) < (C1,C2),
forany t > to(¢). In particular,

liminfu(x, t) > oy, liminfo(x, t) > (,Ohcfar)l/(sﬂ),
t—o00 t—o0

. - -
ll?lil;p u(x,t) <og+ paK(pha‘;)‘J/““) , and

1 r\ 1/(s+1)
llgsotlp v(x, t) < <ph <Ua + p“x(,o,,a;ﬂ”””) ) :

Proof. Since u(x, t) satisfies

M Ao, —ut v
u _ o v
ot a P+ kupyol

AU+ o, — 1,

A%

and the Neumann boundary condition, and the solution of u; = €2Au + o, — u with same initial condition converges to oy
from Lemma 3.1, from the comparison principle of parabolic equations, for the initial value ¢ there exists t;(¢) > 0 such
that forany t > t;(¢), u(x, t) > ¢; = 04 — €g > 0. And consequently v(x, t) satisfies

v DA . u"
T— = V—10V —_—
at 'Ohvs
CT

> DAv — v + 251

vS
fort > t1(¢). Again we apply Lemma 3.1 to the equation

v c’
T— =DAv—v+ Py

s 33
at vs (3.3)

1 _r_
and any positive solution of (3.3) converges to the steady state (pnc’)/*V.Since €y < min { L, pp (%) } we see that

¢, = (pne) VST — €5 > 0. Hence there exists t;(¢) > t1(¢) such that for any t > t;(¢), v(x, t) > c,. And consequently
fort > t(¢),

MU puto,—ut u?
du _ o _ v
at a P ¥ cup)yos
< ezAu+oa—u+p—aq.
Kkc

Similar to the last two steps, any positive solution of
au
— :ezAu+aa—u+p—aq
at KC,
converges to the steady state o, + K"?"q. Hence there exists t3(¢p) > tp(¢) such that for any t > t3(¢), u(x,t) < ¢, =
)

oq + pa% + €9, and correspondingly

Ky
ov DA . u’
T— = v—v —
at Pn vs
CT
< DAv —v+ i
US
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for t > t3(¢). Finally observe that the steady state solution of

v c)
T— =DAv—v+ Py
ot vs

is (onc}) /¢, Hence there exists to(¢) > t3(¢) such that forany t > to(¢), v(x, t) < T = (ppc) VTV + 60 O

Remark 3.3. Define X* = {¢ € C(2,R?) : ¢ > (0,0)7}, and then from Theorem 3.2, there exists a semiflow
@(t) = U(-, t) : XT — X' induced by system (1.4), where U(x, t) is the solution of system (1.4). Using the comparison
principle of parabolic equations, we can obtain that for any initial value ¢ = (uo(x), vo(x)) satisfying (c;, ¢;) < ¢ < (c1, C2),
the corresponding solution (u(x, t), v(x, t)) satisfies (¢;, ¢,) < (u(x, t), v(x, t)) < (€1, C2). Then define

M:={p €C(2):(c;,¢) ¢ = (1.0}, (3.4)

and M is positively invariant and is attracting. Then from [56, Theorem 3.4.8], @(t) = U(-,t) : XT — X* has a global
compact attractor.

Next we want to give some results of the global compact attractor of the semiflow & (t). Using the upper and lower
solution method [44,46,47], we can obtain when the saturation effect is strong, system (1.4) has a unique positive constant
steady state (u,., v,) which is the global attractor of semiflow @ (t) = U(-, t) : X — X™.

Theorem 3.4. Suppose that the parameters pq, pn, 04, T, D, q, T, k,€,D > 0, and s > 0. Then there exists xo depending only
on og, pg and py such that for any k > ko, system (1.4) has a unique positive constant steady state solution (u,, v,), which
is the global attractor of the semiflow ®(t) = U(-,t) : XT — X™T. That is, for any initial value ¢ = (uo(x), vo(x)), where
up(x) > 0, vo(x) > 0, the corresponding solution (u(x, t), v(x, t)) of system (1.4) converges uniformly to (u,, vs) ast — oo.

Proof. From Theorem 3.2, we know that ¢, ¢;, ¢, and ¢, satisfy (3.2). From (3.2), we obtain that

ch ¢
0>0q—C1+ po——=——» 0> pp= —Ca,
a 1 Pa(1+ch)£q phC; 2
1/=2 (35)
ch ch '
0<os—Ci+po7— 5= 0<pn= —c,.
R S T ¢

Then (¢4, ¢2) and (¢4, ¢,) is a pair of coupled upper and lower solution of system (1.4). It is clear that there exists K > 0
such that for any (c;, ¢,) < (U1, v1), (U2, v2) < (C1, C2),
uj up

by — 2| < K(Juy — Uz| + V1 — 2],
1+ kuh)vd 2 p“(1+/<ug)vg = K(ur = 2] + o1 = va)

'—ul =+ Pa

uj U

Ph— —V1— pr— + VU2
v L)

77! < K(luy — uz| + [vg — v2)).

We define two iteration sequences (c7', Cy) and (cT', c}") as follows: form > 1,

B o 1 o (Em—l)p
CT:CT1+(Ua_CT1+pa ! ’

K A+ k@) (e

o 1 @@ hr
m __ —m—1 o 1 _ =m—1
Q=9 ty (ph @y )

1 (Cmfl)p
" = Cmfl + (o, — Cmfl + =1 ,
o T T @

1 (Cm—l)r
m __ .m—1 _ =1 _ m—1
G =c, + K (Ph (gg.,,])s [ s

where (¢}, €9) = (€1,2) and (¢}, €9) = (¢, ). Thenform > 1, (¢;, ;) < (. &) < (¢!, 5" < @™, ") <
(], cy) < (C1,C2), and there exist (€1, C2) and (Cq, &) such that (¢1, ¢2) > (61,8) > (¢1,6) > (¢4, ¢,) which satisfy
limm%oo ET = E]» llmm%oo Ezm = EZ» limm%oo QT = Elv limm%oo 921 = EZ and

~p ~r
O=00— &4 p—— e O=pd -
¢ (1+ e g 7
- 2 (36)
v Cq (o] v
0=0,—C1+ pa O=ph?_C2-

(1 +«)Hey’ &
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ST and consequently ¢; and ; satisfy

From (3.6), we obtain that ¢;, ¢; > og, €1 < 04 + —2+, where p = ,Oaph
K (0q) SH1
s+l ( G > ] s+1 (
Gi=pm ) Gi=pm
(1 + k&) (@ — 0q) (1 + k) (& — 0q)

st1

s xP g .
Define R(x) := p ™ (m ; we notice that

s15+ 1 xH(—iexPH1 —|— (p — 1)Xx — o,p)
R(x)=p o1 g
rq 1+ pr) qr (x —0g) T

where p = %

«(og) ST
1 1
ko — (p — Do, + ogp > ko?! > 0,

and consequently,

154100 (Koé’“ (0 — Do, + Uap)
R > p

st14q s+1
q (1—{—/{05) ot (0% —o)LIfJrl

forany x € (0q4, 0], andif u < 0,p > 1,and k > (”71)”“ then
(gu)S+1

1s+1 O'f (Ko'cllpr] (P - 1)(7* + Uap)

—R'(x) >p W gy

s+1
(14 x0?) T 0w — o)

forany x € (04, 04].1f u > 0,p < 1,and « > L)p“ then
(oa )s+1

1541 (""5+1 +f’ap)

_R (X) z L rq s+1 s
" (14 x0) T (0, —00) P

forany x € (04, 0,],andif u < 0,p < 1,and x > (’”71)/11 then

(oq) SH1
s+ 1 o“ (KO'a +oap)
—Rx) >p Ea ; T —
q (1+Kaf) T (o, —U)WJrl

for any x € (og, 0y ].

— 1. Define 0y, = 0, + —2.Henceif u > 0,p > 1,and « >

1881

(3.8)

(3.9)

(3.10)

(3.11)

(3.12)

Let H(p, 04, k) be the right hand side of Egs. (3.9) and (3.10) if # > 0 and © < O, respectively for p > 1 and be
the right hand side of Egs. (3.11) and (3.12) if w > 0 and 4 < O, respectively for p < 1. Since for any fixed o, and p,
lim, .o H(p, 04, k) = 400, then there exists xq(0g, p) such that —R'(x) > 1 for any x > ko and x € (og, 0,]. Then from

the intermediate-value theorem,
¢1 — & =R(C1) —R(¢1) =R(6)(E — &) < 9(E1 — &)

for some @ € (¢4, ¢1), ® < —1and hence ¢; = ¢;.

From Theorem 2.4 and Corollary 2.5, we obtain that there exists «o depending only on o,, p, and pp, such that for any
K > ko, system (1.4) has a unique positive constant steady state solution (u,, v,), which is the global attractor of the

semiflow @ (t) = U(t, ) : Xt — X*. O

Remark 3.5. If p > 1and x > —2=2_ then
(o‘a)5+1

kol —(p—1)(0oa+ Lﬂ, +0ap > kot
K (0q) F1
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If x > —2, then
(Ua)m

p\ S+ st sl
P o o )
1+x|og+ —— — <|1+—F(@+1 .
Kk (0g) 1 Kk (0g) 1 (0g)5+T

Soifpu = p(sq—f]) — 1> 0, we can choose

st
14+ —Lo—(0q + 1)1’)
®—Dp p ( (T

9 ’ LI s+1
+1 g s+l utptd
(O'a)s+1 (Ua) s+1 p riqo-a

Ko = max

in Theorem 3.4. Similarly, we can choose kg in the case of u < 0.

We consider a special case of p = r = 2,s = 0 and q¢ = 1, and choose o, = 0.5, p, = 1, p, = 1,and t = 4. Then we
can choose ky &2 505.965 in Theorem 3.4, and from Theorem 2.2 we can compute the Hopf bifurcation point is ¥ ~ 0.0234.
Hence there is a rather large gap between the regimes of global stability and oscillatory behavior.

Remark 3.6. Since lim,_,o H(p, 04, k) = limy_.oc H(p, 04, k) = 00, using the same method as in Theorem 3.4, we can
obtain that

1. there exists oy depending only on p and « such that for any o, > oy, (U, v,) is globally asymptotically stable;
2. there exists py depending only on « and o, such that for any p < py, (us, v,) is globally asymptotically stable.

4. Global attractivity for system with nonlocal gene expression time delays

In this section we analyze system (1.6) and assume the gene expression time delay y > 0. Denote X = C(£2, R?), and
define A : Dom(A) C X — X by

X D 1\
Ap = | €"Ap1 — 1, —Ad2 — —¢
T T
for = (¢1,¢2)"T € X.Itis well known that A generates an analytic, compact and strongly positive semigroup T(t) on
X [57].Let @ = C([—y, 0], X), and define F : ¢ — X by

up(ya_y)
ot 00 | ki(x, d
Gt o /g“(" STy T— 1)

&f ko (x, Y)u' (v, —y)dy
T Je

FU)x) =

where U = (u, v)T € € and each of k;(x, y) satisfies the assumption (K). Then we consider the following integral equation

t
U(t) =T(t)p(0) +/ T(t —s)F(Us)ds, t >0,
0
U=¢ €C,
whose solution is called the mild solution of (1.6). Denote

CT={p=(¢1,02)" €C:¢1>0,¢, >0}

(4.2)

Theorem 4.1. Suppose that the parameters pq, pp, 0q, T, D, q, T, k,€,D,y > 0,s > 0. Then for any initial value ¢ € C™,
Eq. (4.2) has a unique positive solution U (¢, t) exists on [0, co), and U(¢, t) is a classical solution of system (1.6) when t > y.

Proof. For any initial values ¢ € CT, from [57, Theorem 4.3.1], we know that when 0 < t < y, Eq. (4.2) has a unique
solution U (t) > 0 satisfying
t
0O =TW3O + [ Ta-9Fus ¢ 0
0
U =¢cct.

Repeating the above procedure iteratively, we can obtain that the mild solution U(t) > 0 (solution of (4.2)) is unique
and exists on [0, 0co). Furthermore, from [57, Theorem 4.3.1], U(t) is locally Hélder continuous on (0, o). Then from
[57, Corollary 4.3.3], we obtain that U(t) is the classical solution of (1.6) whent > y. O
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Furthermore by using the same method in Section 3, we can easily arrive at the following result of asymptotic bounds of
solutions.

Theorem 4.2. Suppose that the parameters pq, pn, 04, T, P, q, T, k, €, D,y > 0. Choose a constant €q so that
. Uﬂ Ua r
0 < eg <m1n[3,ph(?) },
and define

;
€y = 0q — €o, Cy = PnCy — €o,

1

= = —r

C1 =0y +paKCq + €o, Cy = pPnCyq + €.
=2

Then this chosen (c,, ¢,) and (Cy, C2) satisfy
1 = r =r =
0<c¢y <0qg<0g+pa—7 <Cu, 0 < ¢, < pnCj < pnCy < Cy, (4.3)
KCy

and for any initial value ¢ = (ug(x, t), vo(x, t)), where ug(x, t) > 0, vo(x,t) > 0 forall (x,t) € 2 x [—y, 0], there exists
to(¢) such that the corresponding solution (u(x, t), v(x, t)) of system (1.6) satisfies

(€1, Cy) < (u(x, t), v(x, 1)) < (C1, C2),

forany t > to(¢). In particular,

liminfu(x, t) > oy, liminfu(x, t) > pno,,
t—00 t—o00
1
limsupu(x, t) < oq + pg———, and
t—00 K (prog)?

.l r
limsupv(x, t) < pp (cra + pa7> .
t—>00 Kk (pno})1
Proof. From Theorem 4.1, we know that for any initial values ¢ = (ug(x), vo(x)), ug(x) > 0, vo(x) > 0, the corresponding
solution (u(x, t), v(x, t)) of system (1.6) exists and is positive for all t > 0.

Since u(x, t) satisfies

N i Wy, t—y)
M _ 2a — ki (x, ‘
o €e“Au+ oq u+/0a/Q 1(x y)(1+Kup(y,t—y))Uq(V,t—V) Y

> 2 Au + 04— U,
and the Neumann boundary condition, and the solution of u; = € Au + o, — u with same initial condition converges to o,

from Lemma 3.1, then from the comparison principle of parabolic equations, for the initial value ¢ there exists t;(¢) > 0
such that forany t > t1(¢), u(x, t) > ¢, = 04 — €o > 0. And consequently v(x, t) satisfies

v
T = DAv —v + ph/ ky(x, Y)u' (v, t — p)dy
2
> DAV — v + pycy
fort > t1(¢) + y. Again we apply Lemma 3.1 to the equation

av .
7.’5 = DAv — v + piCy, (4.4)
and any positive solution of (4.4) converges to the steady state pxc’. Since € < min {2, o, (€)'}, thenc, = prc —€o > 0.
Hence there exists t,(¢) > t1(¢) + y such that forany t > t,(¢), v(x, t) > ¢,. And consequently for t > t;(¢) + v,

U _ 2 + + /k( ) wy.t=y) d
— =€“Au+t+o,—Uu X,
at ‘ Pa )Y A ey e — it — )
562Au+oa—u+p—aq.
KCy

Similar to the last two steps, any positive solution of

au
— =ée’Auto,—u+ 'an
at KCy
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converges to the steady state o, + K%. Hence there exists t3(¢) > t,(¢) + y such that for any t > t3(¢), u(x,t) < c¢; =
=2

oq + paé + €0, and correspondingly

ov

71— =DAv—v + ,Oh/ ky(x, U' (y, t — y)dy
ot Q

< DAv — v + pyC|
fort > t3(¢) + y. Finally observe that the steady state solution of

ov DA + pnC}
T— = v—Uv Cc
at Prca

is ppC}. Hence there exists ty(¢) > t3(¢) + y such that for any t > to(¢), v(x,t) < T3 = (o) VD + 6. O

Remark 4.3. From the proof of Theorem 4.2, ifs > 0, then we cannot have the above result of asymptotic bounds of solutions
with delays. So we only have the result of bound and global stability for the case of s = 0 in this section.

We can also arrive at the following result using the upper and lower solutions method [46,47] by using the similar
argument as Theorem 3.4:

Theorem 4.4. Suppose that the parameters pq, pn, 04, T, P, q, T, k,€,D,y > 0. Then there exists ko > 0 depending only on
04, pg and py such that for any k > ko, there exists a unique positive constant steady state solution (u,., v,) of system (1.6) which
is the global attractor of the semiflow @ (t) = U,(:) : €T — @™T. That is, for any initial values ¢ € C*, the corresponding
solution (u(x, t), v(x, t)) converges uniformly to (u,, v) ast — oQ.

Remark 4.5. Similar to Remark 3.6,

1. there exists oy; depending only on p and « such that for any o, > oy, for any positive initial values, the corresponding
solution (u(x, t), v(x, t)) converges uniformly to (u,, v,) ast — oo;

2. there exists py depending only on « and o, such that for any p < py, for any positive initial values, the corresponding
solution (u(x, t), v(x, t)) converges uniformly to (u, vy) ast — oo.

Remark 4.6. The integral operator L(¢)(x) = fQ k(x, y)¢ (y)dy defined in (K) is of Fredholm type [58]. The positivity

assumption on the linear operator L is easily satisfied if the kernel function k(x, y) > 0 for x,y € £2. The assumption that
f o k(x,y)dy = 1is equivalent to that the constant function ¢)(x) = 1 is the eigenfunction corresponding to the principal
eigenvalue 1 of L. In many applications, it is also assumed that the kernel k(x, y) is symmetric so that k(x, y) = k(y, x) for
x,y € £2. Under this additional assumption, it is known that k(x, y) must be of form

k(x,y) =1+ Y 1)), (45)

i=2

where (A;, ¢;(x)) is the eigenpair of the Fredholm integral operator L satisfying
T=h <l S A3l =+, / ¢} ()dx = 1,
2

see [59, p. 243] or [58, p. 63, Theorem 14]. A Fredholm integral operator L with kernel as in (4.5) is known as the
Hilbert-Schmidt operator. In the case L is also positive, Mercer’s Theorem ([59, p. 245] or [58, p. 90, Theorem 17]) implies
that the convergence in (4.5) is uniform and absolute.

5. Conclusions

The role of time delay in a spatiotemporal pattern formation process has received attention in recent research [60,54,61,
8,62,10,11]. It adds one more dimension to the already complex reaction-diffusion models which exhibit patterns such as
nonhomogeneous steady states and spatiotemporal oscillation [54,10,11]. On the other hand, for certain parameter ranges,
the system can achieve the global stability hence no nontrivial patterns exist despite the time delays [50,47]. In this paper, we
consider the impact of the saturation rate x on the dynamics of the Gierer-Meinhardt system with diffusion, gene expression
delay and saturation of activator production. For small «, time-periodic patterns can appear as result of Hopf bifurcation
from the homogeneous steady state [54]; and for large «, the system always stabilizes at the homogeneous steady state
in the Gierer-Meinhardt system with saturation and gene expression delays (see Theorem 4.4). Indeed our approach of
upper-lower solutions defines an attraction region in the phase space for all parameter ranges, and this attraction region
shrinks to a single point for large «. Identifying this attraction region will be helpful for further analysis of pattern formation
dynamics.
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For a reaction-diffusion system modeling spatial chemical reactions, it has been shown that the variation of certain
system parameters can trigger the transition from a globally asymptotically stable equilibrium to multiple spatially
nonhomogeneous steady states or spatially nonhomogeneous time-periodic orbits via a sequence of steady state or Hopf
bifurcations [63-65]. Such transitions also occur for the Gierer-Meinhardt system with diffusion and saturation of activator
production with « as the bifurcation parameter, even without the gene expression delay [66]. On the other hand, it is
well known that a larger delay usually destabilizes the homogeneous steady state, as shown in [67,49,64] for example,
and for the Gierer-Meinhardt system with diffusion, delay and saturation of activator production (that is (1.7)), such an
instability/bifurcation result was proved recently in [54]. Instability/bifurcation analysis for the nonlocal system (1.6) is not
known yet, as the analytical form of the steady state is not known.
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