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Abstract. The precise dynamics of a reaction-diffusion model of autocatalytic
chemical reaction is described. It is shown that exactly either one, two, or three
steady states exists, and the solution of dynamical problem always approaches
to one of steady states in the long run. Moreover it is shown that a global
codimension one manifold separates the basins of attraction of the two stable
steady states. Analytic ingredients include exact multiplicity of semilinear
elliptic equation, the theory of monotone dynamical systems and the theory of

asymptotically autonomous dynamical systems.

1. Introduction. The model representation for an isothermal autocatalytic chem-
ical reaction is

A+ pB → (p+ 1)B, (1)

and the reaction rate is kabp, where a and b are the concentrations of the reactant
A and the autocatalyst B, and p ≥ 1 is the order of the reaction with respect to
the autocatalytic species [8]. The equations describing the reaction and diffusion of
the two reactants A and B in a bounded region are

∂a

∂t
= DA∆a− kabp,

∂b

∂t
= DB∆b+ kabp, t > 0, x ∈ Ω, (2)

where DA and DB are the diffusion coefficients of A and B respectively, and Ω is
a bounded reaction zone in Rn. Following [8] (see page 240–247), we examine the
behavior of an open system in which the transport of reactants and products relies
on molecular diffusion processes. Outside the reaction zone is an external reservoir
where the chemicals A and B have fixed concentrations. The reservoir provides
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a source of reactants which can diffuse across the boundary ∂Ω into Ω, and it is
either a source or a sink for the intermediate and final products. Thus the boundary
conditions of A and B can be taken as

a(x, t) = a0 > 0, and b(x, t) = b0 ≥ 0, x ∈ ∂Ω. (3)

With transformation t′ = kt, D′
A = DA/k, D

′
B = DB/k, and omitting the primes

for typographical simplicity, we can convert (2) and (3) into














∂a

∂t
= DA∆a− abp,

∂b

∂t
= DB∆b+ abp, t > 0, x ∈ Ω,

a(x, t) = a0 > 0, and b(x, t) = b0 ≥ 0, t > 0, x ∈ ∂Ω,

a(x, 0) = A0(x) ≥ 0, b(x, 0) = B0(x) ≥ 0, x ∈ Ω.

(4)

Here we also add the initial concentrations of A and B as part of equations.
Many studies have been on the same equation but with different boundary con-

ditions:


































∂a

∂t
= DA∆a− abp,

∂b

∂t
= DB∆b+ abp, t > 0, x ∈ Ω,

α1(x)
∂a(x, t)

∂n
+ (1 − α1(x))a(x, t) = 0, t > 0, x ∈ ∂Ω,

α2(x)
∂b(x, t)

∂n
+ (1 − α2(x))b(x, t) = 0, t > 0, x ∈ ∂Ω,

a(x, 0) = A0(x) ≥ 0, b(x, 0) = B0(x) ≥ 0, x ∈ Ω,

(5)

where αi(x) (i = 1, 2) is a non-negative C2-function on ∂Ω such that 0 ≤ αi(x) ≤ 1,
and ∂/∂n denotes the outer normal derivative. Alikakos [1] obtained L∞ bounds of
global solutions of (5) when αi(x) ≡ 1 (homogeneous Neumann boundary condition)
and 1 ≤ p ≤ (n+2)/n; Masuda [14] showed the same result for arbitrary p > 0; Ha-
raux and Youkana [10] gave a shorter proof of Masuda’s result based on a Lyapunov
functional argument, and their result also held for the case bp is replaced by ecb for
some c > 0. Moreover in [14, 10], it was shown that any solution (a(x, t), b(x, t))
converges to a constant steady state solution (c1, c2) such that c1 · c2 = 0. Indeed in
the Neumann case, we can further obtain c1 = 0 and c2 =

∫

Ω[A0(x)+B0(x)]dx > 0,
while when 0 ≤ αi(x) < 1 we must have c1 = c2 = 0. Other related results about
this model can be found in [6, 13, 15, 21, 23].

From the viewpoint of chemical reactions, the results above are not surprising,
since the outer flux of the reactant A is outward or zero along the boundary, and
the total amount of A and A+B are both decreasing, i.e.

∂a(x, t)

∂n
≤ 0,

∂b(x, t)

∂n
≤ 0,

d

dt

∫

Ω

a(x, t)dx < 0, and
d

dt

∫

Ω

[a(x, t)+b(x, t)]dx < 0,

which can be easily shown from the boundary conditions and integration of the
equations. Hence sooner or later all reactant A will be consumed inside Ω or leak to
the exterior without reenforcement, and the amount of the catalyst/product B may
initially increase due to reaction but eventually drop to zero because the exhaustion
of A and the leakage, except in the closed system (Neumann boundary condition)
c2 > 0 because of no leakage. Hence the completely studied system (5) does not
describe a sustainable chemical reaction. A source for the reactant is needed for
continuous reaction inside the reactor.

The purpose of the current paper is to investigate (4) in which the source of
A is the reservoir exterior to the reactor. We shall mainly study the asymptotic
behavior of solutions for (4) in which the external reservoir is without any catalyst
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B, that is, b0 = 0. Our main assumption is equal diffusion coefficients (DA = DB)
and reactor Ω is spherical, i.e. Ω = Bn = {x ∈ Rn : |x| < 1}, the unit ball in Rn.
Spherical geometry for the reactor is typical: it represents spherical (n = 3, and
Ω = B3), cylindrical (n = 2, and Ω = B2), and linear (n = 1, and Ω = (−1, 1)).

It will be shown that either (a) the trivial solution (a0, 0) is globally asymptot-
ically stable in the nonnegative cone; or (b) there is a codimension one separating
manifold M2 passing through the unique positive steady state (a2, b2) which is de-
generate such that all solutions for (4) with b0 = 0 is convergent to either (a0, 0)
or (a2, b2); or (c) there are exactly two positive steady states (a2, b2) and (a1, b1)
both of which are hyperbolic such that the global stable manifold for (a2, b2) is
a codimension one C1 manifold which separates the positive cone into two parts:
one is the basin of attraction for (a0, 0), the other is the basin of attraction for
(a1, b1). Since the first and third alternatives are hyperbolic and structurally sta-
ble, for b0 > 0 sufficiently small and/or DA/DB ≈ 1, the same conclusions hold.
The main tools used in this paper are the results on existence and exact multiplicity
of positive solutions of scalar elliptic equation with Dirichlet boundary condition,
the theory of monotone dynamical systems and the theory of asymptotically au-
tonomous dynamical systems. The organization of the present paper is as follows.
In Section 2 we recall results on the steady state equations. Section 3 presents the
results on scalar parabolic equation which correspond to that in Section 2. Section
4 gives the classification results stated above. We conclude the paper with some
more remarks on the application to the chemical reaction model in Section 5.

2. Steady state solutions. Here we collect some results concerning the steady
state solutions of (4). Most of them are previously known, thus we will omit the
proofs unless necessary. The steady states of (4) satisfy

{

DA∆a− abp = 0, DB∆b+ abp = 0, x ∈ Ω,

a(x) = a0 > 0, b(x) = b0 ≥ 0, x ∈ ∂Ω.
(6)

By adding the two equations, we obtain
{

∆(DAa+DBb) = 0, x ∈ Ω,

DAa+Dbb = DAa0 +DBb0, x ∈ ∂Ω.
(7)

From the uniqueness of solution to Laplace equation, we have DAa(x) +DBb(x) ≡
DAa0 +DBb0. Define

k =
DBb0

DAa0 +DBb0
, v(x) =

b(x)

DAD
−1
B a0 + b0

− k, and λ =
(DAD

−1
B a0 + b0)

p

DA
.

(8)
Then v(x) satisfies

{

∆v + λ(v + k)p(1 − v − k) = 0, x ∈ Ω,

v(x) = 0, x ∈ ∂Ω.
(9)

Here λ > 0, k ∈ [0, 1) and p > 1. From the maximum principle, if v(x) is a
nonnegative solution of (9), then either v(x) ≡ 0 or 0 < v(x) < 1 − k for x ∈ Ω.
To state the result, we recall the definition of stability of a solution. Consider the
eigenvalue problem:

{

∆ω + λf ′(v)ω = µω, x ∈ Ω,

ω = 0, x ∈ ∂Ω,
(10)
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where (λ, v) is a solution to (9), f(v) = (v + k)p(1 − v − k). It is well-known that
the eigenvalue problem has a sequence of real eigenvalues µ1 > µ2 ≥ µ3 · ·· ≥ µn ≥
· · · → −∞, and µ1 is the principal eigenvalue with a positive eigenfunction ψ1 > 0.
If µ1(v) < 0, then we say that (λ, v) is stable; if µ1(v) > 0, it is unstable; and when
µ1(v) = 0, it is neutrally stable. If (λ, v) is unstable, then the number of positive
eigenvalues of the eigenvalue problem (counting the multiplicity) is the Morse index
M(v) of (λ, v).

First we consider the case when k = 0 which corresponds to the case b0 = 0 in
the original problem, i.e., the external reservoir is without any catalyst B. Then
(9) becomes

{

∆v + λvp(1 − v) = 0, x ∈ Ω,

v(x) = 0, x ∈ ∂Ω.
(11)

Here λ > 0, and p > 1. The existence, and exact multiplicity and uniqueness of
positive solutions to (11) when Ω = Bn, the unit ball in Rn, are summarized in the
following:

Theorem 2.1. Assume that p > 1, and Ω = Bn = {x ∈ Rn : |x| < 1} for n ≥ 1.

1. There exists λ∗ > 0 such that when 0 < λ < λ∗, the only non-negative solution
to (11) is v = 0; when λ > λ∗, (11) has exactly two positive solutions vλ,1(x) >
vλ,2(x) > 0; and when λ = λ∗, (11) has a unique positive solution vλ,1(x).

2. All positive solutions of (11) are radially symmetric, and strictly decreasing
along the radial direction.

3. All positive solutions of (11) lie on a single smooth solution curve in the space
R+ × C2(Bn), which consists of two branches vλ,1(x) > vλ,2(x) for λ > λ∗;
the mapping λ 7→ vλ,1(x) is continuous and increasing, limλ→∞ vλ,1(0) = 1;
the mapping λ 7→ vλ,2(x) is continuous and decreasing and limλ→∞ vλ,2(0) =
θ ≥ 0; θ = 0 if n ≤ 2, or n ≥ 3 and p ≤ (n+ 2)/(n− 2), and θ > 0 if n ≥ 3
and p > (n + 2)/(n− 2); for λ > λ∗, vλ,1 is stable, and vλ,2 is unstable with
Morse index 1 (see Figure 1.)

This result is included in [17] Theorem 3, and a detailed proof can be found in
[25] Theorem 1.1.

λ

v(0)

λ∗

1

λ

v(0)

λ∗

θ

1

Figure 1. Bifurcation diagrams for (11) when Ω = Bn, Left: p ≤
n + 2

n − 2
or n ≤ 2; Right: p >

n + 2

n − 2
.

When k > 0 in (9) (or b0 > 0 in (6)), v = 0 is no longer a solution to (11). The
result is proved in [25] Theorem 1.2 for small k > 0:
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Theorem 2.2. Suppose that Ω = Bn, and n and p satisfy one of the followings:

n = 1 or n = 2, and 1 < p <∞, or

n ≥ 3, and 1 < p ≤
n+ 2

n− 2
.

1. There exists k0 > 0 such that when k ∈ (0, k0), the bifurcation diagram is
exactly S-shaped. More precisely, there exist 0 < λ∗ < λ∗ < ∞ such that (9)
has exactly three positive solutions if λ∗ > λ > λ∗, has exactly one positive
solution if λ > λ∗ or λ < λ∗, and has exactly two positive solutions if λ = λ∗
or λ = λ∗.

2. All positive solutions of (11) are radially symmetric, and strictly decreasing
along the radial direction.

3. All positive solutions of (9) lie on a single smooth solution curve in the space
R+ × C2(Bn), which consists of three branches

Γ∗ = {(λ, v∗(x, λ)) : 0 < λ ≤ λ∗}

Γm = {(λ, vm(x, λ)) : λ∗ ≤ λ ≤ λ∗}

and Γ∗ = {(λ, v∗(x, λ) : λ∗ ≤ λ <∞};

limλ→0+ v∗(x, λ) = 0, limλ→∞ v∗(0, λ) = 1 − k; for λ∗ < λ < λ∗, v∗(x, λ) <
vm(x, λ) < v∗(x, λ); the mappings λ 7→ v∗(x, λ) and λ 7→ v∗(x, λ) are contin-
uous and increasing; v∗(x, λ) and v∗(x, λ) are stable, and vm(x, λ) is unstable
with Morse index 1. (see Figure 2.)

-

6

v(0)

λ0

1 − k

λ∗ λ∗

Figure 2. S-shaped bifurcation diagram for (9) with small k > 0 and

Ω = Bn.

3. Dynamics of scalar equation. In this section we consider the dynamics of














∂v

∂t
= ∆v + λ(1 − v)vp, t > 0, x ∈ Ω,

v(x, 0) = v0(x) ≥ 0, x ∈ Ω,

v(x, t) = 0, t > 0, x ∈ ∂Ω.

(12)

Notice that (12) is the corresponding parabolic equation to (11), but it is not derived
from original problem (4). We will make a connection between the dynamics of (12)
and (4) in the next section.
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First we briefly review a dynamical system setting in [19] sections 2 and 3 (unless
otherwise specified), see also for example [11, 22]. Let X = Lq(Ω) with n < q <∞,

and let A be the Laplace operator ∆ defined on W 2,q
0 (Ω). Then A is the generator

of an analytic semigroup on X , and we define Xα, 0 ≤ α < 1, to be the fractional
power spaces associated with A. If we choose (n + q)/2q < α < 1, then Xα is
continuously imbedded in C1,µ(Ω) where 0 < µ < α− (n+ q)/2q. Since we assume
p > 1, then f(v) = vp(1 − v) is locally Lipschitz continuous. Hence (12) defines
a compact C1 semiflow Φtv0 = v(·, t, v0) on Xα for t > 0. From the maximum
principle, v(x, t, v0) > 0 for t > 0 and x ∈ Ω if v0(x) ≥ (6≡)0. Moreover since
f(v) < 0 for v > 1, then the solution v(x, t, v0) of (12) is global in Xα. Define
X+ = {u ∈ Xα : u(x) ≥ 0, x ∈ Ω}. Then the interior of X+ is nonempty, and the
semiflow Φt defined above is strongly monotone, and strongly order-preserving.

Here we recall a theorem of saddle-point property of Jiang, Liang and Zhao [12]:

Theorem 3.1. Let (X,X+) be an ordered Banach space with positive cone X+

having nonempty interior, and let the strongly order preserving semiflow Φ be C1

on X+, and satisfy

(A1) There is a positive number τ such that the mapping Φτ is a strict α-contraction,
that is, there is a positive number k < 1 such that α(Φτ (B)) ≤ kα(B) for any
bounded subset B ⊂ X+, where α(·) is the Kuratowski-measure of noncom-
pactness; and

(A2) The semiflow Φ is uniformly bounded in the sense that O(B) =
⋃

t≥0 Φt(B)
is bounded whenever B is a bounded subset of X+,

with Φτ being strongly monotone. Suppose that Φ has exactly two locally stable
equilibria a < b, and for any other possible equilibrium c; Dx(Φτc) is strongly
positive and the spectral radius r(Dx(Φτ c)) > 1. Then M = X+\(Ba ∪ Bb) is
an unordered and positively invariant Lipschiz submanifold with codimension one
in the order norm | · |v, where Ba and Bb are the basins of attraction of a and b
respectively. Furthermore, such an M is a C1-submanifold if Φτ is compact.

Theorem 3.1 is one of the major tools for our main result in this section, and
we also recall another result regarding the convergence of solutions to (12) when
Ω = Bn:

Theorem 3.2. Consider














∂v

∂t
= ∆v + f(v), t > 0, x ∈ Bn,

v(x, 0) = v0(x) ≥ 0, x ∈ Bn,

v(x, t) = 0, t > 0, x ∈ ∂Bn,

(13)

where n ≥ 1 and f ∈ C1(R+). Let v(x, t) be a bounded global solution of (13) with
v(x, t) ≥ 0. Then the ω-limit set of v(x, t) is a single steady state v∗(x) > 0 or
v∗(x) ≡ 0; if v∗ is positive, then v∗ is radially symmetric and strictly decreasing
along the radial direction.

Theorem 3.2 was proved in [9]. In the following we denote by v(x, t, v0) the
solution of (13). Now we are able to prove our main result in this section:

Theorem 3.3. Let X, Xα and X+ be defined as above, and let Φ be the semiflow
generated by (12) in X+. Assume that Ω = Bn, and λ∗ is as defined in Theorem
2.1.

1. If 0 < λ < λ∗, then for any v0 ∈ X+, ||v(x, t, v0)||Xα → 0 as t→ ∞;
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2. Let S = {u ∈ X+ : ||u||Xα = 1}. If λ > λ∗, for each u0 ∈ S, there exists a
unique β = β(u0) ∈ (0,∞] such that

||v(x, t, βu0) − vλ,1||Xα → 0, if β > β(u0);

||v(x, t, βu0) − vλ,2||Xα → 0, if β = β(u0); and

||v(x, t, βu0)||Xα → 0, if 0 < β < β(u0),

(14)

and M = {β(u0)u0 : u0 ∈ S, β(u0) < ∞} is a co-dimension one Lipschitz
continuous subminifold of X+ (possibly with boundary). And Int(X+) ∩M =
{β(u0)u0 : u0 ∈ Int(X+) ∩ S} is non-empty with 0 < β(u0) < ∞ for any
u0 ∈ Int(X+) ∩ S.

3. If λ = λ∗, then the same conclusions in part 2 hold with vλ,1 ≡ vλ,2.

Proof. When λ < λ∗, v = 0 is the only steady state solution, and (12) is a gradient
system so that the ω-limit is consisted of the steady states. Hence the only possible
ω-limit set is the singleton {0}. If λ > λ∗, from Theorem 2.1, (12) has exactly three
non-negative steady states, with two stable ones 0 and vλ,1, and vλ,2 is unstable
with Morse index 1. From the setup above, it is straightforward to apply Theorem
3.1. Condition (A1) is automatically fulfilled since the semiflow here is compact,
and (A2) is also satisfied since f(u) < 0 for u > 1, hence the bounded subset
D = {v ∈ Xα : 0 ≤ v(x) ≤ 1} is positively invariant and globally attracting. To
show that r(Dx(Φτ c)) > 1 for any other steady state c, we notice that the only
other steady state is vλ,2 with Morse index 1, hence (10) has a positive eigenvalue
µ1 > 0 and eigenvector ψ1 > 0 with v = vλ,2. From definition Dx(Φτ c)[φ] is the
value W (τ, ·), the solution of











Wt = ∆W + f ′(c)W x ∈ Bn,

W (x, 0) = φ(x) ≥ 0, x ∈ Bn,

W (x, t) = 0, x ∈ ∂Bn.

Then Dx(Φτvλ,2)[ψ1] = eµ1τψ1, which implies r(Dx(Φτvλ,2)) > 1 as µ1 > 0. There-
fore the existence of the separatrix submanifold M , and the partition of X+ into
X+ = M ∪ B(0) ∪ B(vλ,1), follow from Theorem 3.1, where B(e) is the basin of
attraction of the equilibrium e, with e = 0 or vλ,1. We claim that for any u0 ∈ S,
there exists at most one β such that βu0 ∈M . In fact, from the result of [24], M is
totally unordered. Thus if there exist β1 > β2 > 0 such that βiu0 ∈M for i = 1, 2,
then β1u0 ≥ β2u0 which is a contradiction. This implies if u0 ≥ v0 but u0 6≡ v0,
then there is at most one of u0 and v0 to be in M .

Fix any u0 ∈ Int(X+) ∩ S, then u0(x) > 0 for x ∈ Bn, and ∂u0(x)/∂n < 0 for
x ∈ ∂Bn. We choose any v∗ ∈ M , then there exists a β1 > 0 such that β1u0(x) >
v∗(x) for all x ∈ Bn. Since v(·, t, v∗) ∈ M for any t > 0, limt→∞ v(x, t, v∗) = vλ,2.
So βu0 6∈ B(0), the basin of attraction of 0. Also βu0 6∈ M since βu0 > v∗.
From Theorem 3.1, βu0 ∈ B(vλ,1), the basin of attraction of vλ,1. On the other
hand, it is clear that for small β2 > 0, β2u0 ∈ B(0) since 0 is locally stable. Let
G1 = {β > 0 : βu0 ∈ B(vλ,1)} and G0 = {β > 0 : βu0 ∈ B(0)}. Then G1 and
G0 are both open and for any β1 ∈ G1, and β0 ∈ G0, β1 > β0, thus there exists
β∗ > 0 neither in G1 nor G0, and such a β∗ is unique from arguments above. Clearly
β∗u0 ∈ M . If v0 ∈ M , from Theorem 3.2, the ω-limit set of {v(·, t, v0)} is a single
steady state, which can only be vλ,2 as v0 6∈ G0 ∪G1.
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When λ = λ∗, from Takác[24], the upper boundary M of B(0) is a Lipschitz
submanifold whose codimension is one. Since the system is gradient-like, the basin
of attraction B(vλ,1) is X+ \B(0). Then the result in part 3 follows.

Remark 1. 1. Since Xα we choose here satisfies Xα ⊂ C1,µ(Ω) for some µ ∈
(0, 1), the convergence in Xα-norm in Theorem 3.3 implies convergence in
C1,µ-norm. Such a choice also guarantees the nonemptiness of Int(X+).

2. If u0 ∈ S\Int(X+), then it is not clear whether β(u0) in Theorem 3.3 is finite
any more. When it is finite, it becomes a boundary point of the manifold M .

3. In Theorem 3.3, M is identical to the stable manifold of steady state solution
vλ,2.

4. Dynamics of system. In this section we consider (4) in a ball domain with
b0 = 0:











at = DA∆a− abp, bt = DB∆b+ abp, t > 0, x ∈ Bn,

a(x, 0) = A0(x) ≥ 0, b(x, 0) = B0(x) ≥ 0, x ∈ Bn,

a(x, t) = a0, and b(x, t) = 0, t > 0, x ∈ ∂Bn.

(15)

From the arguments in Section 2, the steady state solutions of (15) can be associated
with the solutions of (11). Here we fix the values of DA and DB to be arbitrary
positive numbers, but use a0 as a bifurcation parameter. From (8), λ is proportional
to ap

0. The following assertion is clear from Theorem 2.1:

Proposition 4.1. Let vλ,1, vλ,2 and λ∗ be defined in Theorem 2.1. Assume

DA, DB > 0 are fixed, and define a∗0 = λ
1/p
∗ D

(1−p)/p
A DB. Then when 0 < a0 < a∗0,

the only non-negative steady state of (15) is (a0, 0); when a0 > a∗0, there are exactly
three non-negative steady states: (a0, 0), (a1, b1) ≡ (a0(1−vλ,1), DAD

−1
B a0vλ,1), and

(a2, b2) ≡ (a0(1− vλ,2), DAD
−1
B a0vλ,2), where λ = Dp−1

A D−p
B ap

0; and when a0 = a∗0,
there are exactly two solutions (a0, 0) and (a1, b1) defined as in the case of a0 > a∗0.

Next we consider the case of equal diffusion coefficients DA = DB ≡ D. Define
h(x, t) = a(x, t) + b(x, t). Then h(x, t) satisfies ht = D∆h, and h(x, t) = a0 on
∂Bn. Then from the standard theory of heat equations, ||h(x, t)− a0||C2(Ω) → 0 as

t → ∞. It is also easy to show that in this case, the stability of steady states in
Proposition 4.1 is the same as that of corresponding solutions of (11). Indeed the
linearized eigenvalue problem at a steady state solution (a∗, b∗) of (15) is











D∆φ− bp∗φ− pbp−1
∗ (a0 − b∗)ψ = ηφ, x ∈ Bn,

D∆ψ + bp∗φ+ pbp−1
∗ (a0 − b∗)ψ = ηψ, x ∈ Bn,

φ(x) = ψ(x) = 0, x ∈ ∂Bn.

(16)

Then φ+ ψ satisfies

D∆(φ + ψ) = η(φ+ ψ), x ∈ Bn, φ(x) + ψ(x) = 0, x ∈ ∂Bn. (17)

If φ + ψ 6≡ 0, then η < 0 must be an eigenvalue of Laplace operator with zero
boundary condition. If φ+ψ ≡ 0, then the equation of ψ is reduced to (10). Hence
the number of non-negative eigenvalues of (16) is same as that of (10).

Notice that when DA = DB ≡ D, the hyperplane T = {(a, b) ∈ Xα × Xα :
a(x) + b(x) = a0, a(x) ≥ 0, b(x) ≥ 0, ∀x ∈ Ω} is invariant for (15). Let Φt(v0)
and Ψt(A0, B0) be the solution semiflows for (12) and (15) respectively. Then we
claim that (X+,Φt) and (T,Ψt) are topologically equivalent. In fact, if we define
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H : X+ → T by v0 → (a0(1 − v0), a0v0), then H is a homeomorphism and it
is easy to check that H(Φt(v0)) = Ψt/D(H(v0)). When we restrict the solution
semiflow for (15) on T , a direct consequence of Theorem 3.3 and Proposition 4.1
is that for a0 > a∗0, there exists a submanifold M1 ⊂ T which separates the basins
of attraction on T of two locally stable steady solutions (a0, 0) and (a1, b1), and
M1 = {(a, b) ∈ T : a−1

0 b ∈ M}, where M is the submanifold defined in Theorem
3.3.

The dynamics on T is only part of the whole dynamic picture of (15), with T
being homeomorphic to X+. The property of h(x, t) implies that the hyperplane
T is asymptotically attracting, and (15) can be regarded as an asymptotically au-
tonomous system. We recall the definitions from [16] and [3]: let (X, d) be a metric
space, and let Φ : K ×X → X be a mapping with K = {(t, s) : t0 ≤ s ≤ t < ∞}.
Φ is called nonautonomous semiflow if it is continuous and satisfies

(i) Φ(s, s, x) = x, s ≥ t0, and
(ii) Φ(t, s,Φ(s, r, x)) = Φ(t, r, x), t ≥ s ≥ r ≥ t0.

And the semiflow is called autonomous, if, in addition,

(iii) Φ(t+ r, s+ r, x) = Φ(t, s, x).

Define Θ(t, x) = Φ(t + t0, t0, x). Then Θ is an autonomous semiflow. Finally a
nonautonomous semiflow Φ on X is called asymptotically autonomous with limit
semiflow Θ, if Θ is an autonomous semiflow on X , and Φ(tj + sj , sj, xj) → Θ(t, x),
j → ∞, for any sequences tj → t, sj → ∞, xj → x, j → ∞ with x, xj ∈ X ,
0 ≤ t, tj < ∞ and sj ≥ t0. In the following, OΦ(s, x) denotes the forward orbit
OΦ(s, x) = {Φ(t, s, x) : t ≥ s}, and if OΦ(s, x) has compact closure in X , then

the ω-limit set of (s, x) is defined by ωΦ(s, x) =
⋂

τ≥s {Φ(t, s, x) : t ≥ τ}. The ω-
limit set of x for Θ can be defined similarly. We shall apply the following result of
Mischaikow, Smith and Thieme ([16] Theorem 1.8):

Theorem 4.2. Let Φ be an asymptotically autonomous semiflow with limit semiflow
Θ, and let OΦ(s, x) have compact closure in X. Then ω = ωΦ(s, x) has the following
properties:

1. ω is nonempty, compact, and connected.
2. ω is invariant for the semiflow Θ: Θ(t, ω) = ω for each t ≥ 0.
3. ω attracts Φ(t, s, x): distX(Φ(t, s, x), ω) → 0, t→ ∞.
4. ω is chain recurrent for Θ.

This result will be sufficient for our application here, and a more general result
was proved in Chen and Poláčik [3] Lemma 7.5 as it also applies to discrete systems.
[3] also contains interesting additional information and a discussion of the relation
between chain recurrent points and equilibria if the limit system has a Lyapunov
functional.

To apply Theorem 4.2, we notice that (15) can be reduced to











bt = D∆b+ (h(x, t) − b)bp, t > 0, x ∈ Bn,

b(x, 0) = B0(x) ≥ 0, x ∈ Bn,

b(x, t) = 0, t > 0, x ∈ ∂Bn,

(18)

where h(x, t) is uniquely determined by A0 and B0. The theory in [11, 19] can be
applied to (18), so it generates a nonautonomous semiflow Φ. On the other hand,
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we consider










vt = D∆v + (a0 − v)vp, t > 0, x ∈ Bn,

v(x, 0) = B0(x) ≥ 0, x ∈ Bn,

v(x, t) = 0, t > 0, x ∈ ∂Bn.

(19)

It is clear that (19) is a mere rescaling of (12), and we denote the semiflow gen-
erated by (19) by Θ, which is autonomous. We claim that Φ is an asymptoti-
cally autonomous semiflow with limit autonomous semiflow Θ. Indeed g1(t, b) ≡
[h(·, t) − b]bp → (a0 − b)bp uniformly for b in bounded subsets of Xα as t → ∞,
since h(x, t) → a0 uniformly for x ∈ Ω and ||b||∞ is bounded as Xα →֒ C1,µ(Ω).
Therefore from the arguments in [16] page 1673, the claim follows from [2]. Now we
are in the position to apply Theorem 4.2. Let (A0, B0) ∈ X+ ×X+ (in fact we only
need B0 ∈ X+ and A0 is only needed for the definition of function h(x, t)). From
Theorem 4.2, ω = ωΦ(s,B0) is nonempty, compact and connected; ω is invariant
and chain-recurrent for Θ.

From Theorem 3.3, each orbit of Θ converges to a steady state, and there are at
most three steady states in X+. Hence a compact invariant subset of Θ can only
be either a steady state or a set consisting of two steady states and a connecting
orbit. However ω is also chain recurrent for Θ, hence the latter one is impossible.
Summarizing the above arguments, we have proved:

Theorem 4.3. Suppose that DA = DB ≡ D, and Ω = Bn. Let X, Xα and X+ be
defined as in Section 3, and let a∗0 be defined as in Proposition 4.1.

1. If 0 < a0 < a∗0, then for any (A0, B0) ∈ X+ × X+, ||a(x, t)||Xα → 0 and
||b(x, t)||Xα → 0 as t→ ∞;

2. If a0 ≥ a∗0, then for any (A0, B0) ∈ X+ × X+, there exists a steady state
(a∗(x), b∗(x)) of (15) such that ||a(x, t)−a∗(x)||Xα → 0 and ||b(x, t)−b∗(x)||Xα

→ 0 as t→ ∞, and (a∗, b∗) must be one of three (or two) solutions described
in Proposition 4.1.

Note that part 1 in Theorem 4.3 also holds for a general bounded smooth domain
Ω. On the other hand, with the convergence to steady state solution established
now, we can use invariant manifold theory to conclude the existence of a separatrix
manifold of codimension one in the system case:

Theorem 4.4. Under the condition of Theorem 4.3, M2 = (X+×X+)\(B((a0, 0))∪
B((a1, b1))) is a C1 injectively immersed manifold of codimension one in X+×X+,
and M2 is the global stable manifold of the unstable steady state (a2, b2). Here we
denote the basin of attraction of a steady state e by B(e).

Proof. From previous arguments, we know that (a2, b2) is unstable with Morse index
1 (here we extend the stability of a scalar equation to a system since they have the
same stability). Thus (a2, b2) has a codimension one stable manifold locally defined
near (a2, b2), and from the smoothness of nonlinearity the local stable manifold is
C1. On the other hand, (a0, 0) and (a1, b2) are both locally stable, thus Theorem
4.3 implies that M2 = (X+ ×X+)\(B((a0, 0)) ∪ B((a1, b1))) is the set of all points
which converge to (a2, b2), that is, M2 is the global stable manifold W s((a2, b2)) for
hyperbolic steady state (a2, b2). From invariant manifold theory (see for example,
[11] Theorem 6.1.9),M2 contains the local stable manifold andM2 is a C1 injectively
immersed manifold of codimension one in X+ ×X+.
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In Theorem 4.4 we show the existence of of codimension one manifold which
separates the initial value space into two parts: one is the basin of attraction for
(a0, 0), the other is the basin attraction for (a1, b1). The existence of such a threshold
manifold is interesting since the system (15) is not a monotone dynamical system,
but a predator-prey type system without ordering structure. With a comparison
argument, we can better characterize the basin of attraction of the two stable steady
states. We recall that M1 = {(a, b) ∈ T : a−1

0 b ∈ M}, where M is the submanifold
described in Theorem 3.3, and bi (i = 1, 2) are the steady states of (19) which are
rescaling of vλ,i defined in Theorem 2.1.

Corollary 4.5. Assume the conditions of Theorem 4.3 are satisfied, and a ≥ a∗0.

1. If B0 ∈ B(0) and A0 + B0 ≤ a0, or B0 ∈ M1 and A0 + B0 ≤ (6≡)a0, then
(A0, B0) ∈ B((a0, 0)).

2. If B0 ∈ B(b1) and A0 + B0 ≥ a0, or B0 ∈ M1 and A0 + B0 ≥ (6≡)a0, then
(A0, B0) ∈ B((a1, b1)).

3. If B0 ∈M1 and A0 +B0 ≡ a0, then (A0, B0) ∈ B((a2, b2)).

Proof. The results when A0 + B0 ≡ a0 follow from Theorem 3.3, see discussions
in earlier this section. Suppose that B0 ∈ B(0) and A0 + B0 ≤ (6≡)a0. Then
A0(x) + B0(x) ≤ h(x, t) ≤ a0 for any t ≥ 0 from the maximum principle of elliptic
equations. Hence b(x, t) satisfies

bt = D∆b+ abp = D∆b + (h− b)bp ≤ D∆b+ (a0 − b)bp, t > 0, x ∈ Bn, (20)

and strict inequality holds for some x ∈ Bn. Therefore b(x, t) is a strict lower
solution of (19), and from the maximum principle of parabolic equations, b(x, t) ≤
v(x, t), the solution of (19) with v(x, 0) = B0(x). Since limt→∞ v(x, t) = 0, and
from Theorem 4.3, limt→∞ b(x, t) exists, we must have limt→∞ b(x, t) = 0 since
0 < b2(x) < b1(x).

If B0 ∈ M1 and A0 + B0 ≤ (6≡)a0, we still use the proof above except now
limt→∞ v(x, t) = b2 since B0 ∈M1. Then the limit of b(x, t) is either 0 or b2. Since
b(x, t) ≤ (6≡)v(x, t), then b(x, 1) ≤ v(x, 1) and b(x, 1) < v(x, 1) for some x ∈ Bn.
Let v1(x, t) be the solution of (19) with v1(x, 1) = b(x, 1). Then b(x, t) ≤ v1(x, t)
for t > 1 and x ∈ Bn, and v1(x, 1) ≤ (6≡)v(x, 1), thus v1(x, 1) ∈ B(0) from Theorem
3.3, which implies 0 ≤ limt→∞ b(x, t) ≤ limt→∞ v1(x, t) = 0. The proof of part 2 is
similar.

Remark 2. 1. Results similar to those in Corollary 4.5 are obtained in [23] for
(4) with Ω = Rn. But the results in [23] for B0 are only compared with
steady states, and here the comparison is made with the threshold manifold
containing the steady state. It is not clear whether a threshold manifold exists
for Rn case. Recently Polácik [20] proved the existence of such a threshold
manifold exists for a scalar equation in Rn with condition f ′(0) < 0 (notice
that in the model here f(u) = up(1 − u) satisfying f ′(0) = 0.)

2. The separatrix manifold M2 in Theorem 4.4 is only an immersed manifold
not an imbedded submanifold, thus the separation of basins of attraction in
Theorem 4.4 is weaker than the scalar case. In Theorem 3.3, the manifold
M is an imbedded submanifold from Theorem 6.1.10 of [11] since a Lyapunov
function exists for the scalar equation case. Indeed by using invariant manifold
theory as in the proof of Theorem 4.4, we can show the separatrix manifold
M in Theorem 3.3 is smooth, and it is the global imbedded stable manifold
of X+.
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3. Suppose that a0 6= a∗0. Then it follows from Theorem 4.3 that either (a0, 0) is
globally asymptotically stable or there are exactly three steady states (a0, 0),
(a2, b2), (a1, b1) which are hyperbolic, the global stable manifold W s((a2, b2))
separates the state space into two parts: one is the basin of attraction for
(a0, 0), the other is the basin attraction for (a1, b1). In these two alternatives,
the systems are structurally stable. Thus if a0 6= a∗0, we perturb parameters
b0, DA and DB in (4) so that b0 > 0 is sufficiently small and DA, DB are
both in a neighborhood of D > 0, then Theorem 4.3 still holds in these two
alternatives because of structural stability. On the other hand, the exact
multiplicity result for the steady state solutions with small b0 > 0 is shown
in Theorem 2.2. Thus Theorem 4.3 with small b0 > 0 and equal diffusion
coefficients can also be proved directly with similar proofs.

4. It is possible to extend the results here for a unit ball to a general smooth
domain Ω with small diffusion coefficient D. The key would be establishing
corresponding exact multiplicity of nonnegative steady states. Ideas in [4, 5]
can be adapted to achieve that, but the details will appear elsewhere.

5. Concluding remarks. The main goal of the current paper is to show the dy-
namical bistability of a prototypical chemical reaction (1) in a precise sense. When
the spatial variables in the model is ignored, the dynamics of chemical reaction
is simple, the total mass of the two chemicals remain constant, and all reactant
A eventually convert to B. The reaction stops when all reactant A is depleted.
Because of mass conservation, the kinetic equation of the reaction is equivalent to
scalar one v′ = vp(1 − v), and the steady state v = 1 is globally asymptotically
stable. A more realistic model is the reaction-diffusion system (2). As we discuss
in the introduction, the dynamics are still similar to kinetic ones if there is no-flux
boundary condition, thus the system (4) with continuous feeding of reactant A (and
also possible feeding of catalyst B) is more reasonable.

Diffusion is a stablizing force which makes the neutrally stable steady state v = 0
a stable one in the scalar reaction-diffusion model vt = D∆v+ vp(1− v). Note that
v = 0 represents the failure of the reaction, while v = 1 indicates the success of the
reaction. Thus the scalar reaction-diffusion model has a bistable dynamics when
a0 > 0 is large and b0 = 0, which is the exterior reservoir has a high concentration
in the reactant A and zero concentration of the autocatalyst B. When the diffusion
coefficients of the two chemicals are equal, then the bistable picture remains true
even for the full system. In this bistable dynamics, the success/failure of the reac-
tion depends on the initial distribution of reactant and catalyst inside the reactor.
Roughly speaking, the reaction will succeed if there is enough catalyst and reactant
inside the reactor, then the conversion from A to B will occur until the concentra-
tion of B in the rector reaches a high level (positive steady state); on the other hand,
if there is not enough catalyst and reactant inside the reactor, the concentration of
B will eventually drop to zero (trivial steady state). More precisely we the show
border line between the two different asymptotic behavior is hair-trigging: a global
codimension one manifold separates the success/failure of the reaction.

We shall notice that when b0 > 0 is small (a small feeding of autocatalyst), the
bistable structures remains but only for a0 in an intermediate range (see Figure 2).
Here when a0 is sufficiently large, the dynamics is not bistable no matter how small
the initial amount of autocatalyst is inside the reactor, since diffusion will bring
exterior catalyst in for sustainable reaction. Hence the reaction is always success
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and B can reach a high concentration at the end. The bistable range (λ∗, λ
∗) for

this case depends on the smallness of b0, and as b0 → 0+, λ∗ → ∞.
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