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Quantum bit (Qubit)

- Store and process information using quantum states (qubits).
- Apply suitable quantum gates (unitary transformations) to the system
- Apply measurements (unitary transformation) to extract useful information.
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## Schrödinger cat interpretation

- $|0\rangle$ represents a dead cat, $|1\rangle$ represents an alive cat,
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- A general (vector) state is a unit vector in $\mathbb{C}^{4}$, which is a linear combination of the four measurable states.
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- To simulate a quantum system with $n$ qubits, say, $n=100$, a classical computer has to deal with $N=2^{n}$ measurable states: $\left|i_{1} \cdots i_{N}\right\rangle$.
- A simulation of simple system in $C^{N}$ is a difficult (impossible) task.
- A quantum computer can handle a general state $|\Psi\rangle$ of $n$ qubits in $C^{N}$ by a single quantum operation (unitary gate), leading to high speed computation.

- But, general unitary gates are difficult to generate!
- So, one needs to decompose a general unitary gate to the product of "simple" unitary gates.
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- Suppose $U \in M_{N}$ with $N=2^{n}$ is a unitary matrix acting on $n$-qubit states.
- We want to write $U=V_{1} \cdots V_{k}$ for some elementary quantum gates (single qubit gates, CNOT gates, etc.)
- One often does that by finding $U_{1}, \ldots, U_{k}$ so that $U_{k} \cdots U_{1} U=I_{N}$.
- Then we have $U=U_{1}^{\dagger} \cdots U_{k}^{\dagger}$.
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## Lemma

Every $N$-by- $N$ unitary matrix is the product of $m$ 2-level matrices with

$$
m \leq(N-1)+\cdots+1=\binom{N}{2}
$$

We only need 2-level matrices of the form:

$$
\begin{gathered}
\left(\begin{array}{llll}
1 & & & \\
& 1 & v_{11} & v_{12} \\
& & v_{21} & v_{22}
\end{array}\right),
\end{gathered},\left(\begin{array}{llll}
v_{11} & v_{12} & & \\
& \text { Type 1 } & \text { Type 2 } & \\
& & 1 & 1
\end{array}\right), \text { or }\left(\begin{array}{llll}
1 & v_{22} & & \\
& v_{11} & v_{12} & \\
& v_{21} & v_{22} & 1 \\
& \text { Type } 5
\end{array}\right.
$$
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However, not all of them are simple quantum gates!
Label the rows and columns of a 4-by-4 unitary matrix by $(00),(01),(10),(11)$.
Let $V=\left(\begin{array}{ll}v_{11} & v_{12} \\ v_{21} & v_{22}\end{array}\right)$.

We only need 2-level matrices of the form:
$(00)$
$(01)$
$(10)$
$(11)$

$$
\left(\begin{array}{llll}
1 & & & \\
& 1 & & \\
& & v_{11} & v_{12} \\
& & v_{21} & v_{22}
\end{array}\right),(
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$$
\left(\begin{array}{ll}
v_{11} & v_{12} \\
v_{21} & v_{22} \\
&
\end{array}\right.
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$\left.\begin{array}{ll}1 & \\ & 1\end{array}\right)$, or
$\left(\begin{array}{llll}1 & & & \\ & v_{11} & v_{12} & \\ & v_{21} & v_{22} & \\ & & & 1\end{array}\right)$.
Type 5

However, not all of them are simple quantum gates!
Label the rows and columns of a 4-by-4 unitary matrix by $(00),(01),(10),(11)$.
Let $V=\left(\begin{array}{ll}v_{11} & v_{12} \\ v_{21} & v_{22}\end{array}\right)$. Then Type 1 and Type 2 matrices correspond to controlled qubit gates changing one qubit, namely,

$$
a_{0}|00\rangle+a_{1}|01\rangle+a_{2}|10\rangle+a_{3}|11\rangle
$$

to:

$$
a_{0}|00\rangle+a_{1}|01\rangle+|1\rangle V\left(a_{2}|0\rangle+a_{3}|1\rangle\right), \quad(1 V)-\text { gate }
$$

and

$$
|0\rangle V\left(a_{0}|0\rangle+a_{1}|1\rangle\right)+a_{2}|10\rangle+a_{3}|11\rangle, \quad(0 V)-\text { gate. }
$$

## Other 2-level and controlled single qubit gates

A Type 5 matrix is not so easy to implement because it changes both qubits.

$$
\begin{aligned}
& (00) \\
& (01)
\end{aligned}(10) \quad(11) .
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## Other 2-level and controlled single qubit gates

A Type 5 matrix is not so easy to implement because it changes both qubits.

$$
\begin{gathered}
(00) \\
(01)
\end{gathered}(10)(11) .
$$

There are two other types of controlled qubit gates on 2 qubits:

$$
\begin{array}{cc}
\begin{array}{c}
(00) \\
(01) \\
(10)
\end{array}\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & v_{11} & 0 & v_{12} \\
0 & 0 & 1 & 0 \\
0 & v_{21} & 0 & v_{22}
\end{array}\right), & \left(\begin{array}{cccc}
v_{11} & 0 & v_{12} & 0 \\
0 & 1 & 0 & 0 \\
v_{21} & 0 & v_{22} & 0 \\
0 & 0 & 0 & 1
\end{array}\right), \\
\text { Type 3: (V1)-gate. } & \text { Type 4: (V0)-gate. }
\end{array}
$$

corresponding to $I_{2} \otimes|0\rangle\langle 0|+V \otimes|1\rangle\langle 1|$ and $V \otimes|0\rangle\langle 0|+I_{2} \otimes|1\rangle\langle 1|$.
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The 4 types of controlled qubit gates with the following circuit diagrams:


For $n=3$, we have fully-controlled qubit gates of the types:

$$
(00 V),(01 V),(10 V),(11 V),(0 V 0),(0 V 1),(1 V 0),(1 V 1),(V 00),(V 01),(V 10),(V 11)
$$

One easily extends this idea and notation to define fully-controlled gates acting on $n$-qubits.
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& & 1 & \\
& & & 1
\end{array}\right),\left(\begin{array}{llll}
1 & & & \\
& * & & * \\
& & 1 & \\
& * & & *
\end{array}\right) .
$$

1. Use Type 1 matrix to make the $(3,1)$ instead of the $(4,1)$ entry zero; then use the Type 3 matrix to make the $(4,1)$ entry zero; then use the Type 2 matrix to make the $(2,1)$ entry zero.
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1. Use Type 1 matrix to make the $(3,1)$ instead of the $(4,1)$ entry zero; then use the Type 3 matrix to make the $(4,1)$ entry zero; then use the Type 2 matrix to make the $(2,1)$ entry zero.
2. Use Type 1 matrix to make the $(3,2)$ instead of the $(4,2)$ entry zero zero; Use Type 3 matrix to make the $(4,2)$ entry zero.

## Decomposition using only controlled qubit gates

$$
\text { Type } 1 \text { (1V) Type } 2 \text { (0V) Type } 3 \text { (V1) }
$$

$(00)$
$(01)$
$(10)$
$(11)$
$\left(\begin{array}{llll}1 & & & \\ & 1 & & \\ & & * & * \\ & & * & *\end{array}\right),\left(\begin{array}{ll}* & * \\ * & * \\ & \end{array}\right.$
1),
( 1


1. Use Type 1 matrix to make the $(3,1)$ instead of the $(4,1)$ entry zero; then use the Type 3 matrix to make the $(4,1)$ entry zero; then use the Type 2 matrix to make the $(2,1)$ entry zero.
2. Use Type 1 matrix to make the $(3,2)$ instead of the $(4,2)$ entry zero zero; Use Type 3 matrix to make the $(4,2)$ entry zero.
3. Use type 1 matrix to make the $(3,4)$ instead of the $(4,3)$ entry zero.

## Theorem [Vartiainen et al., 2004]

We can always use single fully controlled single qubit gates to do the decomposition.
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In many (?) QC models, it is less expensive to implement for some quantum systems.

Reduction of $U \in M_{4}$ by $2-\mathrm{C}^{0} \mathrm{~V}$ gates and $4-\mathrm{C}^{1} \mathrm{~V}$ gates:

| - |  |  |  |
| :---: | :---: | :---: | :---: |
| $1(* V)$ | - |  |  |
| $3(V *)$ | $1(1 V)$ | - |  |
| $2(1 V)$ | $2(V 1)$ | $1(1 V)$ | - |

$$
\begin{aligned}
&\left(\begin{array}{llll}
* & * & * & * \\
* & * & * & * \\
* & * & * & * \\
* & * & * & *
\end{array}\right) \rightarrow\left(\begin{array}{llll}
* & * & * & * \\
0 & * & * & * \\
* & * & * & * \\
* & * & * & *
\end{array}\right) \rightarrow\left(\begin{array}{llll}
* & * & * & * \\
0 & * & * & * \\
* & * & * & * \\
0 & * & * & *
\end{array}\right) \rightarrow\left(\begin{array}{lllll}
* & 0 & 0 & 0 \\
0 & * & * & * \\
0 & * & * & * \\
0 & * & * & *
\end{array}\right) \\
& \rightarrow\left(\begin{array}{lllll}
* & 0 & 0 & 0 \\
0 & * & * & * \\
0 & 0 & * & * \\
0 & * & * & *
\end{array}\right) \rightarrow\left(\begin{array}{llll}
* & 0 & 0 & 0 \\
0 & * & 0 & 0 \\
0 & 0 & * & * \\
0 & 0 & * & *
\end{array}\right) \rightarrow\left(\begin{array}{llll}
* & 0 & 0 & 0 \\
0 & * & 0 & 0 \\
0 & 0 & * & 0 \\
0 & 0 & 0 & *
\end{array}\right)
\end{aligned}
$$
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## Counting the control gates

## Theorem
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You are welcomed to talk to me or Diane further if interested!
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