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Definitions and Motivation

- **Goal**: put sensors in a network to detect which machine failed

- **Bad solution**: put a sensor on each node

- **Assumptions**:
  - Machines fail one at a time
  - Each sensor only sends one bit
  - A sensor at $v$ can see $v$ and its neighbors

- **Problem**: Find a subset $D \subset V(G)$ such that:
  - For all $v \in V(G)$, $N[v] \cap D \neq \emptyset$
  - For all $u, v \in V(G)$ if $u \neq v$ then $N[u] \cap D \neq N[v] \cap D$

- **Definition**: We call such a set $D$ a (vertex identifying) code.
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Observation: Every path $P_n$ with $n \geq 3$ has a code.
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\begin{itemize}
  \item Every path $P_n$ with $n \geq 3$ has a code.
\end{itemize}
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- **Key**: how should we share the cake?
Theorem: For the hex grid, $\tau \geq \frac{2}{5}$.

Proof. Each vertex in $D$ gives $2\frac{k}{5}$ cake to each neighbor not in $D$ that has $k$ neighbors in $D$.

We must show that each vertex $v$ has at least $2\frac{2}{5}$ of a cake.

We consider cases, based on what size cluster contains $v$:

- $v \not\in D$:
  - $k = 2\frac{k}{5} = 2\frac{2}{5}$.

- $v$ in a $1$-cluster:
  - $1 - 3(2\frac{k}{5}) = 2\frac{1}{5}$.

- $v$ in a $3+$-cluster:
  - $v$ has $3$ neighbors in cluster: $1 - 0 = 1$.
  - $v$ has $2$ neighbors in cluster: $1 - 1(2\frac{k}{5}) = 3\frac{3}{5}$.
  - $v$ has $1$ neighbor in cluster: $1 - 2\frac{k}{5} - 1 = 2\frac{4}{5}$. 
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Research Problems

- We now know that for infinite hexagon grid, \( \frac{12}{29} \leq \tau \leq \frac{3}{7} \). What’s the exact value of \( \tau \)?

- How about 3-dimensional grids?

- It is NP-hard to find the minimum ID-code for a given graph, even a given connected planar graph with maximum degree 4 and girth at least \( k \geq 3 \). Can we find any good bounds for such graphs?
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Questions?