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In this paper we investigate the structure of the solution set for a large class of nonlinear eigenvalue problems in a Banach space. Our main results demonstrate the existence of continua, i.e., closed connected sets, of solutions of these equations. Although the emphasis is on the case when bifurcation occurs, the nonbifurcation situation is also treated. Applications are given to ordinary and partial differential equations and to integral equations.

## Introduction

In this paper we investigate the structure of the solution set for a large class of nonlinear eigenvalue problems in a Banach space. Our main results demonstrate the existence of continua, i.e., closed connected sets, of solutions of these equations. Although the emphasis is on the case when bifurcation occurs, the nonbifurcation situation is also treated. Applications are given to ordinary and partial differential equations and to integral equations.

Let $\mathscr{F}: \mathscr{E} \rightarrow \mathscr{E}_{1}$ where $\mathscr{E}$ and $\mathscr{E}_{1}$ are real Banach spaces and $\mathscr{F}$ is continuous. Suppose the equation $\mathscr{F}(U)=0$ possesses a simple curve of solutions $\mathscr{C}$ given by $\{U(t) \mid t \in[a, b]\}$. If for some $\tau \in(a, b), \mathscr{F}$ possesses zeroes not lying on $\mathscr{C}$ in every neighborhood of $U(\tau)$, then $U(\tau)$ is said to be a bifurcation point for $\mathscr{F}$ with respect to the curve $\mathscr{C}$.

A special family of such equations has the form

$$
\begin{equation*}
u=G(\lambda, u) \tag{0.1}
\end{equation*}
$$

where $\lambda \in \mathbf{R}, u \in E$, a real Banach space with norm $\|\cdot\|$ and $G: \mathscr{E} \equiv$ $\mathbf{R} \times E \rightarrow E$ is compact and continuous. In addition, $G(\lambda, u)=$ $\lambda L u+H(\lambda, u)$, where $H(\lambda, u)$ is $0(\|u\|)$ for $u$ near 0 uniformly on bounded $\lambda$ intervals and $L$ is a compact linear map on $E$. A solution of $(0.1)$ is a pair $(\lambda, u) \in \mathscr{E}$. The known curve of solutions $\{(\lambda, 0 \mid \lambda \in \mathbf{R}\}$
will henceforth be referred to as the trivial solutions. The closure of the set of nontrivial solutions of $(0.1)$ will be denoted by $\mathscr{S}$.

Equations of the form (0.1) are usually called nonlinear eigenvalue problems and arise in many contexts in mathematical physics. It is therefore of interest to investigate the structure of the set of their solutions. Let $r(L)$ denote the set of $\mu \in \mathbf{R}$ such that there cxists $v \in E, v \neq 0$, with $v=\mu L v$, i.e., $r(L)$ consists of the reciprocals of the real nonzero eigenvalues of $L$. Following [1], we call $\mu \in r(L)$ a characteristic value of $L$.

It is well-known that the possible bifurcations points for $(0.1)$ with respect to the curve of trivial solutions lie in $\{(\mu, 0) \mid \mu \in r(L)\}$ [1]. In fact if $\mu \in r(L)$ is of odd multiplicity, $(\mu, 0)$ is a bifurcation point. We will show much more, namely that there exists a continuum of solutions of (0.1) in $\mathscr{S}$ which meets $(\mu, 0)$ and either meets $\infty$ in $\mathscr{E}$ or meets $(\hat{\mu}, 0)$, where $\mu \neq \hat{\mu} \in r(L)$. Therefore, bifurcation from characteristic values of odd multiplicity is a global rather than a local phenomenon. Partial results in this direction already appear in [1]. We will describe them more fully later.

The proof of the above theorem as well as related results will be carried out in Section 1. Examples are given showing that both possibilities of the theorem may occur. Additional results are obtained if $\mu$ is a real simple characteristic value of $L$. For this case a pair of continua in $\mathscr{S}$ can be associated with ( $\mu, 0$ ). The main tool required for the proofs of these results is the theory of degree of mapping of Leray-Schauder [1-3, Appendix].

Various applications of the results will be given in Sections 2. In particular, some problems for second order ordinary differential equations and integral equations are treated in which nodal properties for solutions implies that the various continua meet $\infty$ in $\mathscr{E}$. The question of the existence of positive solutions to quasilinear elliptic partial differential equations is also considered.

Lastly in Section 3 it will be shown how some of the ideas used in Section 1 can be employed to prove the existence of global continua of solutions for problems which need not be a bifurcative nature. We treat equations of the form

$$
\begin{equation*}
u=T(\lambda, u) \tag{0.2}
\end{equation*}
$$

where again $T: \mathscr{E} \rightarrow E$ is compact and continuous but $T(\lambda, 0)$ need not equal zero. Here $(0,0)$ is a solution and, as we shall show, lies on a pair of continua of solutions of (0.2) meeting $\infty$ in $\mathscr{E}$. Applications will be given to quasilinear elliptic partial differential equations and also nonlinear wave equations.

Many people have worked on nonlinear eigenvalue problems; in particular, for ordinary differential equations and integral equations. See [1, 4 and 5] where several references are given. This paper was motivated by our earlier results in [3] and many of the ideas used here already appear in that paper within its special context.

## 1. The Odd Multiplicity Results

We begin with some definitions and technical lemmas. Let $\mathscr{E}$ and $G$ be as in the Introduction. For $\mathcal{O} \subset \mathscr{E}, \partial \mathcal{O}$ denotes the boundary of $\mathcal{O}$. By a subcontinuum of $\mathcal{O}$ we mean a subset of $\mathcal{O}$ which is closed and connected in $\mathscr{E}$. We say a continuum $\mathscr{C}$ of $\mathscr{E}$ meets infinity if $\mathscr{C}$ is not bounded. A useful result on continua is [6]:

Lemma 1.1. Let $K$ be a compact metric space and $A$ and $B$ disjoint closed subsets of $K$. Then either there exists a subcontinuum of $K$ meeting both $A$ and $B$ or $K=K_{A} \cup K_{B}$, where $K_{A}, K_{B}$ are disjoint compact subsets of $K$ containing $A$ and $B$, respectively.

As norm in $\mathscr{E}$, we take $\|(\lambda, u)\|=\left(|\lambda|^{2}+\|u\|^{2}\right)^{1 / 2}$. Let $\mathscr{B}_{\epsilon}$ and $B_{\epsilon}$ denote respectively open balls in $\mathscr{E}$ and $E$ of radius $\epsilon$ centered at ( $\mu, 0$ ), 0 .

Lemma 1.2. Let $\mu \in r(L)$. Suppose that there does not exist a subcontinuum of $\mathscr{S} \cup\{(\mu, 0)\}$ which meets $(\mu, 0)$ and either
(i) meets infinity in $\mathscr{E}$, or
(ii) meets $(\hat{\mu}, 0)$, where $\mu \neq \hat{\mu} \in r(L)$.

Then there exists a bounded open set $\mathcal{O} \subset \mathscr{E}$ such that $(\mu, 0) \in \mathcal{O}$, $\partial \mathcal{O} \cap \mathscr{S}=\varnothing$, and $\mathscr{O}$ contains no trivial solutions other than those in $\mathscr{B}_{\epsilon}$ where $0<\epsilon<\epsilon_{0}, \epsilon_{0}$ being the distance from $\mu$ to $(r(L)-\{\mu\})$.

Proof. Let $\mathscr{C}_{\mu}$ denote the (connected) component, i.e., the maximal connected subset, of $\mathscr{S} \cup\{(\mu, 0)\}$ to which ( $\mu, 0$ ) belongs. By (i), this is a bounded subset of $\mathscr{E}$ and, therefore, by the continuity and compactness of $G$, is compact. Let $u_{\delta}$ be a $\delta$-neighborhood of $\mathscr{C}_{u}$. For $\delta<\epsilon_{0}$ sufficiently small, by (ii) together with the fact that $(\lambda, 0)$ is an isolated solution of $(0.1)$ if $\lambda \notin r(L)$, we can assume $\mathscr{U}_{\delta}$ contains no solutions $(\lambda, 0)$ of $(0.1)$ for $|\lambda-\mu|>\delta$.

Let $K \equiv \overline{\mathscr{U}}_{\Delta} \cap \mathscr{S}$. Then since $\mathscr{S}$ is locally compact in $\mathscr{E}, K$ is a compact metric space under the induced topology from $\mathscr{E}$ and
$\mathscr{C}_{\mu} \cap \partial u_{\delta}=\varnothing$ by construction. By Lemma 1.1, there exist disjoint compact subsets $A, B$ of $K$ such that $\mathscr{C}_{\mu} \subset A,\left(\partial u_{\delta}\right) \cap \mathscr{S} \subset B$ and $K=A \cup B$. Let $\mathcal{O}$ be any $\epsilon$ neighborhood in $\mathscr{E}$ of $A$ where $\epsilon$ is less than the distance between $A$ and $B$. Then $\mathcal{O}$ satisfies the requirements of the lemma.
Supposc $\mu \in r(L)$. The multiplicity of $\mu$ is the dimension of $\bigcup_{j=1}^{\infty} N\left((\mu L-I)^{j}\right)$ where $I$ is the identity map on $E$ and $N(P)$ denotes the null space of $P$. Since $L$ is compact, $\mu$ is of finite multiplicity.

Let $\Omega \subset E$ be bounded and open, $\Psi(u)=u-T(u)$ where $T$ is continuous and compact on $\bar{\Omega}$, and $b \in E, b \notin \Psi(\partial \Omega)$. Then the Leray-Schauder degree of $\Psi$ with respect to $\Omega$ and $b$ is well defined and will be denoted by $d(\Psi, \Omega, b)$. [1-3, Appendix]. In what follows, $b=0$, and therefore we just write $d(\Psi, \Omega)$. The index of an isolated zero $u_{0}$ of $\Psi$ will be denoted by $i\left(\Psi, u_{0}\right)$.

Next, let $\Phi(\lambda, u)=u-G(\lambda, u)$. When the $u$ dependence of $\Phi$ is not important, we just write $\Phi(\lambda)$. For fixed $\lambda, \Phi(\lambda)$ is of the appropriate form for the use of Leray-Schauder degree. With the aid of $d$ and Lemma 1.2, we can prove our first global result.

Theorem 1.3. If $\mu \in r(L)$ is of odd multiplicity, then $\mathscr{S}$ possesses a maximal subcontinuum $\mathscr{C}_{\mu}$ such that $(\mu, 0) \in \mathscr{C}_{\mu}$ and $\mathscr{C}_{\mu}$ either
(i) meets infinity in $\mathscr{E}$, or
(ii) meets ( $\hat{\mu}, 0$ ), where $\mu \neq \hat{\mu} \in r(L)$.

Proof. By a maximal $\mathscr{C}_{\mu}$ we mean $\mathscr{C}_{\mu}$ is not a proper subcontinuum of any $\mathscr{C} \subset \mathscr{S}$ having the above properties.

If there does not exist $\mathscr{C}_{\mu}$ as above, there exists $\mathcal{O}$ and $\delta$ as in Lemma 1.2. Let $\mathcal{O}_{\lambda}=\{u \in E \mid(\lambda, u) \in \mathcal{O}\}$. For $0<|\lambda-\mu| \leqslant \delta,(\lambda, 0)$ is an isolated solution of (0.1). Therefore there exists $\rho(\lambda)>0$ such that $(\lambda, 0)$ is the only solution of $(0.1)$ in $\{\lambda\} \times \bar{B}_{\rho}(\lambda)$. Let $\rho(\lambda)=\rho(\mu+\delta)$ for $\lambda>\mu+\delta$ and $\rho(\lambda)=\rho(\mu-\delta)$ for $\lambda<\mu-\delta$. By choosing $\rho(\mu \pm \delta)$ small enough, it can be assumed that $\bar{B}_{\rho(\lambda)} \cap \bar{O}_{\lambda}=\varnothing$ if $|\lambda-\mu| \geqslant \delta$. For $\lambda \neq \mu$ there are no solutions of (0.1) on $\{\lambda\} \times \partial\left(\mathcal{O}_{\lambda}-\bar{B}_{o(\lambda)}\right)$ and therefore $d\left(\Phi(\lambda), \mathcal{O}_{\lambda}-\bar{B}_{\rho}(\lambda)\right)$ is well-defined. We will show first that

$$
\begin{equation*}
d\left(\Phi(\lambda), \mathcal{O}_{\lambda}-\bar{B}_{\rho(\lambda)}\right)=0 \quad \lambda \neq \mu, \tag{1.4}
\end{equation*}
$$

and then that it is not possible for Eq. (1.4) to hold for all $\lambda$ near $\mu$. With the aid of this contradiction, the theorem is established.

Let $\lambda>\mu$. Choose $\lambda^{*}>\lambda$ so large that $(\nu, u) \in \mathcal{O}$ implies that $\nu<\lambda^{*}$. Let $\rho=\inf \left\{\rho(\theta) \mid \lambda \leqslant \theta \leqslant \lambda^{*}\right\}$. It is easily seen that $\rho>0$. Then $\mathscr{U}=\mathscr{O}-\left[\lambda, \lambda^{*}\right] \times \bar{B}_{\rho}$ is a bounded open set in $\mathscr{E} \equiv\left[\lambda, \lambda^{*}\right] \times E$
and $\Phi(\theta, u) \neq 0$ for $(\theta, u) \in \partial \mathscr{U}$ (in $\hat{E}$ ). Therefore by the homotopy invariance of $d,[2$ and 3 , Appendix],

$$
\begin{equation*}
d\left(\Phi(\theta), \mathcal{O}_{\theta}-\bar{B}_{\rho}\right) \equiv \text { constant, } \quad \theta \in\left[\lambda, \lambda^{*}\right] . \tag{1.5}
\end{equation*}
$$

Since $\mathscr{O}_{\lambda^{*}}-\bar{B}_{\rho}=\varnothing$,

$$
\begin{equation*}
d\left(\Phi\left(\lambda^{*}\right), \mathscr{O}_{\lambda^{*}}-\bar{B}_{p}\right)=0 . \tag{1.6}
\end{equation*}
$$

Thus Eqs. (1.5) and (1.6) imply

$$
\begin{equation*}
d\left(\Phi(\lambda), \mathcal{O}_{\lambda}-\bar{B}_{\rho}\right)=0 \tag{1.7}
\end{equation*}
$$

Since $\Phi(\lambda)$ has no zeroes in $\{\lambda\} \times\left(B_{\rho}-\bar{B}_{\rho(\lambda)}\right)$, Eq. (1.7) and the additivity of $d$ imply Eq. (1.4) for $\lambda>\mu$. If $\lambda<\mu$ a similar argument is employed.

Again using the homotopy invariance of $d$,

$$
\begin{equation*}
d\left(\Phi(\lambda), \mathcal{O}_{\lambda}\right) \equiv \text { constant } \quad|\lambda-\mu|<\epsilon . \tag{1.8}
\end{equation*}
$$

Let $\mu-\epsilon<\underline{\lambda}<\mu<\bar{\lambda}<\mu+\epsilon$. By the additivity of $d$ and the fact that $(\lambda, 0)$ is an isolated zero of $\Phi(\lambda)$ for $\lambda \notin r(L)$,

$$
\begin{align*}
& d\left(\Phi(\underline{\lambda}), \mathcal{O}_{\lambda}\right)=i(\Phi(\underline{\lambda}),(\underline{\lambda}, 0))+d\left(\Phi(\underline{\lambda}), \mathcal{O}_{\lambda}-\bar{B}_{o(\lambda)}\right), \\
& d\left(\Phi(\bar{\lambda}), \mathscr{O}_{\boldsymbol{\lambda}}\right)=i(\Phi(\bar{\lambda}),(\bar{\lambda}, 0))+d\left(\Phi(\bar{\lambda}), \mathbb{O}_{\boldsymbol{\lambda}}-\bar{B}_{o(\bar{\lambda}}\right) . \tag{1.9}
\end{align*}
$$

Combining Eqs. (1.4) and (1.9) gives

$$
\begin{align*}
& d\left(\Phi(\underline{\lambda}), \mathcal{O}_{\lambda}\right)=i(\Phi(\underline{\lambda}),(\underline{\lambda}, 0)) .  \tag{1.10}\\
& d\left(\Phi(\bar{\lambda}), \mathcal{O}_{\lambda}\right)=i(\Phi(\bar{\lambda}),(\bar{\lambda}, 0)) .
\end{align*}
$$

So by (1.8),

$$
\begin{equation*}
i(\Phi(\underline{\lambda}),(\underline{\lambda}, 0)=i(\Phi(\bar{\lambda}),(\bar{\lambda}, 0)) . \tag{1.11}
\end{equation*}
$$

However since $\mu$ is a characteristic value of $I$ of odd multiplicity, $i(\Phi(\underline{\lambda}),(\underline{\lambda}, 0)=-i(\Phi(\bar{\lambda}),(\bar{\lambda}, 0)) \neq 0$. Thus we have a contradiction and the proof is complete.

If $G$ is not globally defined, a somewhat weaker result prevails.
Corollary 1.12. If $\Omega$ is a bounded open set in $\mathscr{E}$ containing ( $\mu, 0$ ), and $G(\lambda, u)$ is continuous and compact on $\bar{\Omega}$, and $\mu \in r(L)$ is of odd multiplicity, then $\mathscr{S}$ possesses a maximal subcontinuum $\mathscr{C}_{\mu} \subset \Omega$ such that $(\mu, 0) \in \mathscr{C}_{\mu}$ and $\mathscr{C}_{\mu}$ either
(i) meets $\partial \Omega$, or
(ii) meets $(\hat{\mu}, 0)$, where $\mu \neq \hat{\mu} \in r(L),(\hat{\mu}, 0) \in \Omega$.

Proof. The proof is essentially the same as that of Lemma 1.2 and Theorem 1.3 and will be omitted.

If $\mu \in r(L)$ is of even multiplicity, simple examples show that ( $\mu, 0$ ) need not be a bifurcation point for Eq. (0.1). Thus no analog of Theorem 1.3 is possible for this case without further conditions on $G$.

It is of interest to compare Theorem 1.3 to previous results of Krasnoselski [1]. For Eq. (0.1) Krasnoselski calls $\lambda$ a characteristic value and $u$ an eigenvector, if (in our terminology) ( $\lambda, u$ ) is a nontrivial solution of Eq. (0.1). The set of characteristic values of $G$ is called the spectrum of $G$. The set of eigenvectors is said to form a continuous branch passing through an eigenvector $u_{0}$ if every bounded open set in $E$ containing $u_{0}$ and of small diameter possesses an eigenvector on its boundary. It is proved in [1] that if $\mu \in r(L)$ is a characteristic value of odd multiplicity, then $(\mu, 0)$ is a bifurcation point for Eq. (0.1) corresponding to a continuous branch of eigenvectors passing through $u_{0}=0$. Moreover if some bounded open set in $E$ containing 0 has no solutions on its boundary, then the spectrum of $G$ is continuous, i.e., contains an interval near $\mu$. If $\mu$, as above, is an isolated point in the spectrum of $\mathcal{O}$, then the set of eigenvectors corresponding to $\mu$ forms a continuous branch intersecting every bounded open set in $E$ containing 0 .

By projecting $\mathscr{C}_{\mu}$ on $\mathbf{R}$ or $E$, it is easily seen that the above results are a consequence of Theorem 1.3. In fact, we see if $\mu$ is not an isolated point in the spectrum of $G$, the spectrum is continuous.

Next we will illustrate how both alternatives of Theorem 1.3 are possible. The simplest example of (i) is the linear case $H=0$. Examples of (ii) are more complicated. A sufficient condition for (ii) to occur is that $\mathscr{C}_{\mu}$ be bounded. We give an example of this nature due to M.G. Crandall and the author. Let $E=\mathbf{R}^{2}$. If $u=\left(u_{1}, u_{2}\right) \in E$, $\|u\|=\left(u_{1}{ }^{2}+u_{2}{ }^{2}\right)^{1 / 2}$. Consider the equation

$$
\begin{equation*}
A u=\lambda(u-B(u) u), \tag{1.13}
\end{equation*}
$$

where

$$
A=\left(\begin{array}{ll}
1 & 0 \\
0 & 2
\end{array}\right) \quad B(u)=\left(\begin{array}{cc}
4 u_{1}{ }^{2}+6 u_{2}^{2} & -2 u_{1} u_{2} \\
-2 u_{1} u_{2} & 6 u_{1}^{2}+4 u_{2}^{2}
\end{array}\right)
$$

By inverting $A$, Eq. (1.13) may be put in the form (0.1) with $L=A^{-1}$ which has characteristic values $\frac{1}{2}$ and 1 . Taking the inner product of Eq. (1.13) with $u$ leads to the estimate

$$
\begin{equation*}
\left(u_{1}{ }^{2}+u_{2}^{2}\right)^{2} \leqslant(B(u) u, u) \leqslant u_{1}^{2}+u_{2}^{2} . \tag{1.14}
\end{equation*}
$$

This implies $\|u\| \leqslant 1$ for all solutions ( $\lambda, u$ ) of Eq. (1.13). Therefore, the projection of $\mathscr{C}_{1 / 2}$ and $\mathscr{C}_{1}$ on $E$ is bounded. If the first alternative of Theorem 1.3 were to hold, there would exist a sequence ( $\lambda_{n}, u_{n}$ ) of solutions of (1.13) with $\lambda_{n} \geqslant n$. Dividing Eq. (1.13) by $\lambda_{n}$, letting $n \rightarrow \infty$, and using the bounds for $\left\|u_{n}\right\|$, a subsequence of the $u_{n}$ can be found which converges to a solution $v$ of the "limit equation"

$$
\begin{equation*}
B(u) u=u . \tag{1.15}
\end{equation*}
$$

Moreover, $v \neq 0$ for otherwise dividing Eq. (1.13) by $\left\|u_{n}\right\|$ and letting $n \rightarrow \infty$ gives a concradiction. The matrix $B(u)$ can be written as $B(u)=T^{-1}(\theta) D(r) T(\theta)$, where $u_{1}=r \cos \theta, u_{2}=r \sin \theta$ and

$$
D(r)=\left(\begin{array}{cc}
4 r^{2} & 0 \\
0 & 6 r^{2}
\end{array}\right) \quad \text { and } \quad T(\theta)=\left(\begin{array}{cc}
\cos \left(\theta+\frac{\pi}{4}\right) & \sin \left(\theta+\frac{\pi}{4}\right) \\
-\sin \left(\theta+\frac{\pi}{4}\right) & \cos \left(\theta+\frac{\pi}{4}\right)
\end{array}\right)
$$

Rewriting (1.15) as $D(r) T(\theta) u=T(\theta) u$ leads to $1=4 r^{2}=6 r^{2}$ which is not possible. Thus since alternative (i) of Theorem 1.3 cannot occur here, (ii) must.

It would be of interest to find general conditions on $G$ which imply one or the other of the alternatives of Theorem 1.3.

Remark. In a recent paper [7], a study was made of a pair of interlocking nonlinear ordinary differential equations arising from a problem in the buckling of spherical shells. This problem can be put in the form (0.1). All of the characteristic values of the $L$ occuring there are simple. Moreover, it was shown numerically that for all cases considered (ii) occured, i.e., the solution branches always intersected.

Remark. Suppose the solutions of Eq. (0.1) are a priori bounded in the sense that there exists a continuous function $M:[0, \infty) \rightarrow[0, \infty]$ such that if $(\lambda, u) \in \mathscr{S}$ and $\lambda \geqslant 0,\|u\| \leqslant M(\lambda)$. Then if $\mu>0$ is as in Theorem 1.3, $\mathscr{C}_{\mu}$ cannot meet $\infty$ and have a bounded projection on R. Such a priori bounds occur in many problems. For example, they often occur in buckling problems in elasticity and in problems involving rotating or convecting fluids (see [5]).

Next we will prove a result about the general odd multiplicity case when the first possibility of Theorem 1.3 does not occur as, e.g., in the above matrix example.

Theorem 1.16. Suppose the hypotheses of Theorem 1.3 are satisfied and (i) does not occur. Let $\Gamma=\left\{\gamma \in r(L) \mid(\gamma, 0) \in \mathscr{C}_{\mu}, \gamma \neq \mu\right\}$. Then $\Gamma$ contains at least one characteristic value of odd multiplicity.

Proof. Since (i) does not hold, $\Gamma$ contains finitely many points which we order by size: $\gamma_{1}<\cdots<\gamma_{j}$. Arguing as in Lemma 1.2, a bounded open set $\mathcal{O} \subset \mathscr{E}$ can be found such that $\mathcal{O} \supset \mathscr{C}_{\mu}, \partial \mathcal{O} \cap \mathscr{S}-\varnothing$, and $\mathcal{O}$ contains no trivial solutions other than those within $\epsilon$ of $\mu$ or some $\gamma \in \Gamma$, where $\epsilon<\epsilon_{1}$, the distance from $\Gamma \cup\{\mu\}$ to the rest of $r(L)$. We define $\mathcal{O}_{\lambda}$ as in Theorem 1.3 and likewise $\rho(\lambda)$ which can again be taken to be constant outside of $\epsilon$-neighborhoods of $\mu$ and the $\gamma_{r}, 1 \leqslant r \leqslant j$.

Suppose $\gamma_{1}, \ldots, \gamma_{j}$ are all of even multiplicity. The computations of Theorem 1.3 and in particular Eqs. (1.8) and (1.9) show that

$$
\begin{align*}
& d\left(\Phi(\underline{\lambda}), \mathcal{O}_{\lambda}-\bar{B}_{o(\lambda)}\right)+i(\Phi(\underline{\lambda}),(\underline{\lambda}, 0)) \\
& \quad=d\left(\Phi(\bar{\lambda}), \mathcal{O}_{\lambda}-\bar{B}_{o(\lambda)}\right)+i(\Phi(\bar{\lambda}),(\bar{\lambda}, 0)) . \tag{1.17}
\end{align*}
$$

Since $i(\Phi(\bar{\lambda}),(\bar{\lambda}, 0))=-i(\Phi(\underline{\lambda}),(\underline{\lambda}, 0)) \neq 0$, at least one of the integers $d\left(\Phi(\underline{\lambda}), \mathcal{O}_{\lambda}-\bar{B}_{o(\underline{\lambda})}\right), d\left(\Phi(\bar{\lambda}), \mathcal{O}_{\lambda}-\bar{B}_{o(\lambda)}\right)$ is nonzero.

Let $\gamma_{s}$ be the smallest member of $\Gamma$ which is larger than $\mu$. For $\lambda \in\left(\mu, \gamma_{s}\right)$, an argument as in Theorem 1.3 yields

$$
\begin{equation*}
d\left(\Phi(\lambda), \mathcal{O}_{\lambda}-\bar{B}_{o(\lambda)}\right)=d\left(\Phi(\bar{\lambda}), \mathcal{O}_{\bar{\lambda}}-\bar{B}_{o(\lambda)}\right) . \tag{1.18}
\end{equation*}
$$

As in (1.8),

$$
\begin{equation*}
d\left(\Phi(\lambda), \mathcal{O}_{\lambda}\right) \equiv \mathrm{constant} \quad\left|\lambda-\gamma_{s}\right|<\epsilon . \tag{1.19}
\end{equation*}
$$

Let $\gamma_{s}-\epsilon<\underline{\gamma}<\gamma_{s}<\bar{\gamma}<\gamma_{s}+\epsilon$. Since $\gamma_{s}$ is of even multiplicity, $i(\Phi(\gamma),(\gamma, 0))=i(\Phi(\bar{\gamma}),(\bar{\gamma}, 0))$, and the argument of Eqs. (1.8) and (1.9) gives

$$
\begin{equation*}
d\left(\Phi(\underline{\gamma}), \mathcal{O}_{y}-\bar{B}_{o(\gamma)}\right)=d\left(\Phi(\bar{\gamma}), \mathcal{O}_{\bar{\gamma}}-\bar{B}_{\rho(\bar{\gamma})}\right) . \tag{1.20}
\end{equation*}
$$

Combining Eqs. (1.18) and (1.20) and using the properties of $d$ yields

$$
\begin{equation*}
d\left(\Phi(\lambda), \mathcal{O}_{\lambda}-\bar{B}_{\rho(\lambda)}\right)=d\left(\Phi(\bar{\lambda}), \mathcal{O}_{\lambda}-\bar{B}_{\rho(\bar{\lambda})}\right), \quad \lambda \in\left(\gamma_{s}, \gamma_{s+1}\right) \tag{1.21}
\end{equation*}
$$

Continuing this argument and noting that $\mathscr{O}_{\lambda}=\not \varnothing$ for $\lambda$ sufficiently larger than $\gamma_{j}$, we find that

$$
\begin{equation*}
d\left(\Phi(\bar{\lambda}), \mathcal{O}_{\lambda}-\bar{B}_{o(\lambda)}\right)=0 \tag{1.22}
\end{equation*}
$$

A similar argument for $\lambda<\mu$ implies that

$$
\begin{equation*}
d\left(\Phi(\underline{\lambda}), \mathscr{O}_{\lambda}-\bar{B}_{o(\hat{1})}\right)=0 . \tag{1.23}
\end{equation*}
$$

But Eqs. (1.22) and (1.23) contradict (1.17). Thus the result is established.

The compactness of $L$ implies that its characteristic values are of finite multiplicity. In general, however, it is a very difficult question
to determine the multiplicity of a characteristic value of $L$. In many applications, the characteristic value (or values) of interest are simple, i.e., of multiplicity 1 (see [5] and section 2.). More can be said about $\mathscr{C}_{\mu}$ for this case. In particular, if $H(\lambda, u)$ is Fréchet differentiable near $(\mu, 0)$, then $\mathscr{C}_{\mu}$ near $(\mu, 0)$ is given by a curve $(\lambda(\alpha), u(\alpha))=$ $(\mu+0(1), \alpha v+O(|\alpha|))$ for $\alpha$ near 0 where $v$ is an eigenvector corresponding to $\mu$. Note that we can distinguish between two portions of this curve, namely those parametrized by $\alpha \geqslant 0$ and by $\alpha \leqslant 0$. We shall show that for the general simple characteristic value case, $\mathscr{C}_{\mu}$ can be decomposed into two subcontinua which near ( $\mu, 0$ ) have only $(\mu, 0)$ as a common point.

First some preliminaries. Let $\mu$ be a simple characteristic value of $L$ and let $v \in E, \ell \in E^{\prime}$ (the dual of $E$ ) be corresponding eigenvectors of $L$ and $L^{T}$, the transpose of $L$, normalized so that $\|v\|=1$ and $\langle\ell, v\rangle=1$, where $\langle\cdot, \cdot\rangle$ denotes the duality between $E$ and $E^{\prime \prime}$. Let $E_{1}=$ $\{u \in E \mid\langle\ell, u\rangle=0\}$. Then $E=\mathbf{R} \oplus E_{1}$ with $u=\alpha v+w$, where $\alpha=\langle\ell, u\rangle$ and $w \in E_{1}$.

For $\xi, \eta \in \mathbf{R}$ where e.g. $0<\xi, 0<\eta<1$, define

$$
K_{\varepsilon, n}=\{(\lambda, u) \in \mathscr{E}| | \lambda-\mu|<\xi,|\langle\ell, u\rangle|>\eta\|u\|\} .
$$

Then $K_{\xi, \eta}$ is an open subset of $\mathscr{E}$ and consists of two disjoint convex components $K_{\xi, \eta}^{+}, K_{\xi, \eta}^{-}$, where $(\lambda, u) \in K_{\xi, \eta}^{+}$implies $\langle\ell, u\rangle>\eta\|u\|$ and $(\lambda, u) \in K_{\xi, \eta}^{-}$implies $\langle\ell, u\rangle<-\eta\|u\|$.

Lemma 1.24. There exists a $\zeta_{0}>0$ such that for all $\zeta<\zeta_{0}$ $(\mathscr{S}-\{(\mu, 0)\}) \cap \mathscr{B}_{\xi} \subset K_{\xi, n}$. If $(\lambda, u) \in(\mathscr{P}-\{(\mu, 0)\}) \cap \mathscr{B}_{5}$, then $u=\alpha v+w$, where $|\alpha|>\eta\|u\|$. Moreover, $|\lambda-\mu|=o(1)$, $w=$ $o(|\alpha|)$ for $\alpha$ near 0 .

Proof. If there is no $\zeta_{0}$ as above, there exist sequences $\zeta_{n} \not \searrow 0$ and $\left(\lambda_{n}, u_{n}\right) \in(\mathscr{S}-(\{\mu, 0)\}) \cap \mathscr{B}_{\xi_{n}}$ such that $\left|\lambda_{n}-\mu\right| \leqslant \zeta_{n}<\xi$, $u_{n} \rightarrow 0$, but $\left|\left\langle\ell, u_{n}\right\rangle\right| \leqslant \eta\left\|u_{n}\right\|$. Dividing (0.1) by $\left\|u_{n}\right\|$ and letting $n \rightarrow \infty$, the form and properties of $G$ imply that a subsequence of $u_{n} /\left\|u_{n}\right\|$ converges in $E$ to $v$ or $-v$. Hence $\left|\left\langle\ell, u_{n}\right\rangle\right| /\left\|u_{n}\right\| \rightarrow 1>\eta$ along this subsequence, a contradiction. Thus there exists $\zeta_{0}$ as above and in $\mathscr{B}_{\xi}$ for $\zeta<\zeta_{0}$, if $(\lambda, u) \in \mathscr{S}-\{(\mu, 0)\}, u=\alpha v+w$ with $|\alpha|>\eta\|u\|$.
It is clear that $|\lambda-\mu|=0(1)$ for $\alpha$ near 0 . To show that $w=0(|\alpha|)$, we argue similarly to the above. Note that $w=0(|\alpha|)$ since $\|w\| \leqslant$ $|\alpha|+\|u\|<|\alpha|+1 / \eta|\alpha|$. Let $\left(\lambda_{n}, u_{n}\right) \rightarrow(\mu, 0)$,

$$
\left(\lambda_{n}, u_{n}\right) \in(\mathscr{S}-\{(\mu, 0)\}) \cap \mathscr{B}_{\xi} \cap K_{\xi, n}^{+} .
$$

Then $H\left(\lambda_{n}, \alpha_{n} v+w_{n}\right) /\left\|u_{n}\right\| \rightarrow 0$ as $n \rightarrow \infty$ and, as above, a subsequence of $u_{n}\| \| u_{n} \|$ converges to $v$. Therefore, $\left|\left\langle\ell, u_{n} /\left\|u_{n}\right\|\right\rangle\right|=$ $\alpha_{n} /\left\|u_{n}\right\| \rightarrow 1$ and $w_{n}\| \| u_{n} \|, w_{n} / \alpha_{n} \rightarrow 0$ along this subsequence. Since this is true for all such subsequences, and likewise with $K_{\xi, \eta}^{+}$replaced by $K_{\xi, \eta}^{-}$, it follows that $w=o(|\alpha|)$ for $\alpha$ near 0 .

Remark. If we are dealing with a family of maps $\Phi(\lambda, u, t)=$ $u-\lambda L u-H(\lambda, u, t), t \in[0,1]$, and $H(\lambda, u, t)$ possesses the same properties as earlier uniformly in $t$, then $\zeta_{0}$ can be chosen uniformly with respect to $t$.

Next using a simple reflection argument, we show near ( $\mu, 0$ ), $\mathscr{C}_{\mu}$ consists of two subcontinua which meet only at ( $\mu, 0$ ).

Theorem 1.25. $\mathscr{C}_{\mu}$ possesses a subcontinuum in $K_{\xi, \eta}^{+} \cup\{(\mu, 0)\}$ and in $K_{\xi, \eta}^{-} \cup\{(\mu, 0)\}$ each of which meet $(\mu, 0)$ and $\partial \mathscr{B}_{\xi}$ for all $\zeta>0$ sufficiently small.

Proof. By Theorem 1.3 and Lemma 1.24, the result is true for at least one of the sets. Suppose it is not true for $K_{\xi, \eta}^{-} \cup\{(\mu, 0)\}$. Recall $u=\langle\ell, u\rangle v+w$. We define a new mapping $\Phi(\lambda, u) \equiv u-\lambda L u-\hat{H}(\lambda, u)$ as follows: for $-\eta\|u\| \geqslant\langle\ell, u\rangle$, let $\hat{H}(\lambda, u)=H(\lambda, u)$; for $0 \geqslant$ $\langle\ell, u\rangle+\eta\|u\|$ and $\langle\ell, u\rangle \leqslant 0$, let

$$
\hat{H}(\lambda, u)=\frac{-\langle\ell, u\rangle}{\eta\|u\|} H(\lambda,-\eta\|u\| v+w) ; \quad \text { for } \quad\langle\ell, u\rangle \geqslant 0
$$

let $\hat{H}(\lambda, u)=-\hat{H}(\lambda,-u)$. Then $\hat{H}(\lambda, u)$ possesses the same properties as does $H(\lambda, u)$ and also is an odd function of $u$ as is $\mathscr{\Phi}(\lambda, u)$. Consequently, for $\Phi$ there exists a continuum $\hat{\mathscr{C}}_{\mu}$ satisfying the alternatives of Theorem 1.3. By Lemma 1.24, $\hat{\mathscr{G}}_{\mu} \cap \mathscr{B}_{\xi} \subset K_{\xi, \eta} \cup\{(\mu, 0)\}$ for all $0<\zeta<\zeta_{1}$. Therefore,

$$
\begin{equation*}
\hat{\mathscr{B}}_{\mu} \cap \partial \mathscr{B}_{\xi} \cap K_{\xi, \eta} \neq \varnothing \quad \text { for all } \quad 0<\zeta<\zeta_{1} . \tag{1.26}
\end{equation*}
$$

On the other hand, since $\hat{\mathscr{C}}_{\mu}=\mathscr{C}_{\mu}$ in $K_{\xi, \eta}^{-}$there exists values $\zeta<\zeta_{1}$ such that $\hat{\mathscr{C}}_{\mu} \cap \partial \mathscr{B}_{\hat{\xi}} \cap K_{\xi, \eta}^{-}=\varnothing$. The oddness with respect to $u$ of $\dot{\Phi}$ then implies that $\hat{\mathscr{G}}_{\mu} \cap \partial \mathscr{B}_{\hat{\xi}} \cap K_{\xi, \eta}^{+}=\varnothing$ contradicting (1.26). Thus it must be the case that $\mathscr{C}_{\mu} \cap \partial \mathscr{\mathscr { B }}_{5} \cap K_{\xi, \eta}^{-} \neq \varnothing$ for all $\zeta>0$ small and the theorem is proved.

Let $\mathscr{D}_{\mu}{ }^{+}\left(\mathscr{D}_{\mu}^{-}\right)$denote the maximal subcontinuum of $\mathscr{C}_{\mu}$ which meets $(\mu, 0)$ and lies in $K_{\epsilon, n}^{+}\left(K_{\epsilon_{n}, n}^{-}\right)$. Let $\mathscr{C}_{\mu}^{+}\left(\mathscr{C}_{\mu}{ }^{-}\right)$be the maximal subcontinuum of $\overline{\mathscr{\mathscr { C }}_{\mu}-\mathscr{\mathscr { D }}_{\mu}-\left(\mathscr{C}_{\mu}-\mathscr{\mathscr { D }}_{\mu}+\right)}$ which meets $(\mu, 0)$. Note that $\mathscr{C}_{\mu}{ }^{+} \supset \mathscr{\mathscr { D }}_{\mu}{ }^{+}, \mathscr{C}_{\mu}{ }^{-} \supset \mathscr{D}_{\mu}^{-}$, and $\mathscr{C}_{\mu}=\mathscr{C}_{\mu}{ }^{+} \cup \mathscr{C}_{\mu}{ }^{-}$. The subcontinua $\mathscr{C}_{\mu}{ }^{+}$, $\mathscr{C}_{u}{ }^{-}$are extensions of those given by Theorem 1.25. A natural question to ask is: How global are these extensions? At least one of them must
satisfy the alternatives of Theorem 1.3. If $\mathscr{C}_{u}{ }^{+}$and $\mathscr{C}_{u}{ }^{-}$meet outside of a neighborhood of ( $\mu, 0$ ), then $\mathscr{C}_{\mu}$ contains a "closed loop". This is the case, e.g., in the matrix example given earlier. Generalizing our reflection argument, we can give another partial answer to the above question.

Theorem 1.27. Each of $\mathscr{C}_{\mu}{ }^{+}$and $\mathscr{C}_{\mu}-$ either satisfies the alternatives of Theorem 1.3 or (iii) contains a pair of points $(\lambda, u),(\lambda,-u), u \neq 0$.

Proof. Suppose $\mathscr{C}_{\mu}{ }^{-}$does not satisfy any of (i)-(iii). Then we can find a bounded open set $\mathscr{C l} \subset \mathscr{E}$, containing $\mathscr{C}_{\mu}-\cup \mathscr{B}_{5}, \partial O I \cap \mathscr{S}=\varnothing$, and $O l-\mathscr{B}_{\epsilon}$ contains no trivial solutions nor pairs of points of the form $(\lambda, u),(\lambda,-u), \zeta<\zeta_{0}$ being as in Lemma 1.24. Let $\mathcal{O}=$ $\mathscr{O} \cup\{(\lambda, u) \in \mathscr{E} \mid(\lambda,-u) \in \mathscr{O}\} \equiv \mathscr{O} \cup \tilde{O}$. Note that $O \mathscr{O} \cap \tilde{a}=\mathscr{B}_{\xi}$. A new mapping $\tilde{\Phi}(\lambda, u)=u-\lambda L u-\tilde{H}(\lambda, u)$ is defined on $\overline{0}$ by setting $\tilde{H}(\lambda, u)=\tilde{H}(\lambda, u)$ in $\mathscr{B}_{\xi}, \hat{H}$ as in Theorem 1.25, $\tilde{H}(\lambda, u)=$ $H(\lambda, u)$ in $O t-\mathscr{B}_{\xi}$ and $\tilde{H}(\lambda, u)=-H(\lambda,-u)$ in $\tilde{\mathscr{G}}-\mathscr{B}_{\xi}$. Then $\tilde{H}$ possesses the same properties in $\overline{\mathcal{O}}$ as does $H$ and is odd in $u$ as in $\tilde{\Phi}$. Then $\tilde{\Phi}$ has no zeroes on $\partial \mathcal{O}$. But by Corollary 1.12 this is not possible. Thus $\mathscr{C}_{\mu}{ }^{-}$- satisfies (i), (ii), or (iii).

Theorem 1.27 suffices for some of the applications given in Section 2. However, a stronger result is valid here, viz., each of $\mathscr{C}_{\mu}{ }^{+}, \mathscr{C}_{\mu}{ }^{-}$satisfy the alternatives of Theorem 1.3. This does not imply that $\mathscr{C}_{\mu}$ consists of two globally distinct subcontinua since $\mathscr{C}_{u}{ }^{+}$and $\mathscr{C}_{u}{ }^{-}$may meet outside of a neighborhood of $(\mu, 0)$. If this does not happen, then we have globally distinct subcontinua. Unable to give a proof of this by using the previous theory, we proceed to present an independent proof of this result. This, in fact, amounts to an alternate proof of Theorem 1.3 for the simple characteristic value case and is related to the local theorem when $H$ is Fréchet differentiable mentioned after Theorem 1.16.

Recalling that $E=\mathbf{R} \oplus E_{1}$, (0.1) can be rewritten in an equivalent form as an equation in $\mathbf{R} \oplus E_{1}$. Thus,

$$
\begin{equation*}
\alpha=\frac{\alpha \lambda}{\mu}+\langle\ell, H(\lambda, \alpha v+v v)\rangle \tag{1.28}
\end{equation*}
$$

and

$$
\begin{equation*}
w=\lambda L w+(I-P) H(\lambda, \alpha v+w), \tag{1.29}
\end{equation*}
$$

with $u=\alpha v+w, \alpha=\langle\ell, u\rangle, w \in E_{1}$, and $P u=\alpha v$. Since $(I-\mu L)^{-1}$ exists as a bounded operator on $E_{1}$, Eq. (1.29) is equivalent to
$w=(\lambda-\mu)(I-\mu L)^{-1} L w+(I-\mu L)^{-1}(I-P) H(\lambda, \alpha v+w) \equiv T(\alpha, \lambda, w)$.

Let $\hat{\mathscr{E}}=\mathbf{R} \times \mathbf{R} \times E_{1}$ and $\hat{E}=\mathbf{R} \times E_{1}$. We define

$$
\Psi(\alpha, \lambda, w)=(\lambda-t(\alpha, \lambda, w), w-T(\alpha, \lambda, w))
$$

where

$$
t(\alpha, \lambda, w)=\alpha \lambda / \mu+\langle\ell, H(\lambda, \alpha v+w)\rangle-\alpha+\lambda
$$

Then $\Psi: \hat{\mathscr{E}} \rightarrow \hat{E}$. Since $(t, T): \hat{\mathscr{E}} \rightarrow \hat{E}$ is continuous and compact, for fixed $\alpha, \Psi$ is of the appropriate form for the use of the theory of Leray-Schauder degree. Note that any zero of $\Psi$ is a solution of (0.1) and conversely. The trivial solutions of ( 0.1 ) correspond to the solutions $(0, \lambda, 0), \lambda \in \mathbf{R}$, of Eqs. (1.28) and (1.30). In what follows, when the $(\lambda, w)$ dependence of $\Psi$ is not important, we just write $\Psi(\alpha)$.

Let $\hat{\mathscr{S}}$ denote the closure of the set of nontrivial solutions of Eqs. (1.28) and (1.30).

First we find subcontinua of $\hat{\mathscr{S}}$ near $(0, \mu, 0)$. Let

$$
\mathscr{U}=\left\{(\lambda, w) \in \hat{E}| | \lambda-\mu \mid<\epsilon_{1},\|w\|<\rho_{1}\right\} .
$$

By Lemma 1.24 it can be assumed that all nontrivial solutions $(\alpha, \lambda, w)$ of Eqs. (1.28) and (1.30) near $(0, \mu, 0)$ have $(\lambda, w) \in \mathscr{G}$ if $|\alpha| \leqslant \alpha_{1}$ provided that $\alpha_{1}, \epsilon_{1}, \rho_{1}$ are sufficiently small. Therefore $\Psi(\alpha, \lambda, w) \neq 0$ on $\partial \mathscr{U}$ for $0<|\alpha| \leqslant \alpha_{1}$. (The trivial solutions pierce $\partial \mathscr{U}$ at $\alpha=0)$. Consequently, $d(\Psi(\alpha), \mathscr{U},(0,0)) \equiv d(\Psi(\alpha), \mathscr{U})$ is welldefined for $0<|\alpha| \leqslant \alpha_{1}$. Since for any $\alpha_{2} \in\left(0, \alpha_{1}\right)$, $\left[\alpha_{2}, \alpha_{1}\right] \times \mathscr{U}$ is a bounded open set in $\left[\alpha_{2}, \alpha_{1}\right] \times E$, as in Theorem 1.3, the homotopy invariance of $d$ implies that

$$
\begin{equation*}
d(\Psi(\alpha), \mathscr{U}) \equiv \mathrm{constant}=c_{\nu} \tag{1.31}
\end{equation*}
$$

for $0<\nu \alpha \leqslant \alpha_{1}, \nu=+, \cdots$.
To evaluate $c_{\nu}$, consider the family of operators $\Psi_{\theta}(\alpha, \lambda, w)=$ $(\lambda-(\alpha / \mu+1) \lambda \quad \theta\langle\ell, H(\lambda, \alpha v \mid w)\rangle+\alpha, w \cdots \theta T(\alpha, \lambda, w))$. It can be assumed that $\Psi_{\theta}(\alpha) \neq 0$ on $\partial \mathscr{U}$ for $0 \leqslant \theta \leqslant 1,0<|\alpha| \leqslant \alpha_{1}$. Using the homotopy invariance of $d$ again gives

$$
\begin{equation*}
d\left(\Psi_{\theta}(\alpha), \mathscr{U}\right)=c_{v} \quad 0 \leqslant \theta \leqslant 1, \tag{1.32}
\end{equation*}
$$

with $0<\nu \alpha \leqslant \alpha_{1}, \nu=+,-$. Hence to calculate $c_{v}$, it suffices to take $\theta=0$, when $\Psi_{0}(\alpha, \lambda, w)=(\lambda-(\alpha / \mu+1) \lambda+\alpha, w)$ is linear (and inhomogeneous). The only zero $\Psi_{0}(\alpha)$ possesses is $\lambda=\mu, w=0$. Moreover, $\Psi_{0}(\alpha)$ is an isomorphism on $\hat{E}$. Hence

$$
c_{v}=i\left(\Psi_{0}(\alpha),(\mu, 0)\right)=1 \quad \text { or } \quad-1
$$

For what follows it is important to know that $c_{+} \neq c_{-}$which will be shown next. Observe that

$$
\begin{equation*}
i\left(\Psi_{0}(\alpha),(\mu, 0)\right)=d\left(\Psi_{0}(\alpha), \mathscr{U},(0,0)\right)=d\left(\hat{\Psi}_{0}(\alpha), \mathscr{U},(-\alpha, 0)\right), \tag{1.33}
\end{equation*}
$$

where

$$
\hat{\Psi}_{0}(\alpha, \lambda, w)=(\lambda-(\alpha / \mu+1) \lambda, w), \quad \text { i.e., } \quad \hat{\Psi}_{0}(\alpha)
$$

is the homogeneous linear operator corresponding to $\Psi_{0}(\alpha)$. Since $\hat{\Psi}_{0}(\alpha)$ is an isomorphism $(\alpha \neq 0)$,

$$
\begin{equation*}
d\left(\hat{\Psi}_{0}(\alpha), \mathscr{U},(-\alpha, 0)=i\left(\hat{\Psi}_{0}(\alpha),(-\alpha, 0)\right)=i\left(\hat{\Psi}_{0}(\alpha),(0,0)\right) .\right. \tag{1.34}
\end{equation*}
$$

Since $(\lambda-\gamma(\alpha / \mu+1) \lambda, w)$ possesses no characteristic values $\gamma$ in the interval $(0,1)$ for $\alpha<0$ and one characteristic value in this interval for $\alpha>0$, the basic theorem on change of index, [1-3, Appendix] and Eqs. (1.32) and (1.34) imply that $c_{-}=1, c_{+}=-1$.

By a slight modification of the arguments of Theorem 1.3, it follows that $\hat{\mathscr{S}}$ contains a pair of continua $\mathscr{M}_{\mu}^{\nu}, \nu=+,-$, each of which meets $(0, \mu, 0)$ and $\left\{\nu \alpha_{1}\right\} \times \mathscr{U}$, and lies in $\left\{(\alpha, \mathscr{U}) \subset \hat{\mathscr{E}} \mid 0 \leqslant \nu \alpha \leqslant \alpha_{1}\right\}$. These continua can essentially be identified with $\mathscr{\mathscr { D }}_{\mu}{ }^{\nu}$ as defined earlier. Let $\mathscr{N}_{u}{ }^{\nu}$ be the maximal subcontinuum of $\overline{\hat{S}-\mathscr{M}_{u}^{-v}}$ which meets $(0, \mu, 0)$ and let $\mathscr{N}_{\mu}=\mathscr{N}_{\mu}{ }^{+} \cup \mathscr{N}_{\mu}{ }^{-}$. Then $\mathscr{N}_{\mu}, \mathscr{N}_{\mu}{ }^{\nu}$ can be identified with $\mathscr{C}_{\mu}, \mathscr{C}_{\mu}{ }^{\nu}$ via the isomorphism $(\alpha, \lambda, w) \leftrightarrow(\lambda, u)=$ $(\lambda, \alpha v+w)$.

Next we show each of $\mathscr{N}_{\mu}{ }^{+}, \mathscr{N}_{\mu-}^{-}$meets $\infty$ in $\hat{\mathscr{E}}$ or meets ( $0, \tilde{\mu}, 0$ ), where $\mu \neq \tilde{\mu} \in r(L)$. Suppose, e.g., $\mathscr{N}_{\mu}{ }^{+}$does not satisfy either of these alternatives. There are two cases to consider. First assume that $\mathscr{N}_{\mu}{ }^{+}$meets $\mathscr{N}_{\mu}{ }^{-}$outside of a neighborhood of $(0, \mu, 0)$. As in Lemma 1.2, we can find a bounded open set $\mathcal{O} \supset \mathscr{N}_{\mu}$ such that $\partial \mathcal{O} \cap \mathscr{S}=\varnothing$ and $\mathcal{O}$ consists of $\left[-\alpha_{1}, \alpha_{1}\right] \times \mathscr{U}$ near $(0, \mu, 0)$. In addition, it can be assumed that $\mathcal{O}$ contains no trivial solutions other than those in $\{0\} \times \mathscr{U}$. Let $\mathcal{O}_{\alpha}=\{(\lambda, w) \in E \mid(\alpha, \lambda, w) \in \mathcal{O}\}$. Then $\mathcal{O}_{\alpha}=\varnothing$ for $|\alpha|$ sufficiently large and by the homotopy invariance of $d$,

$$
\begin{equation*}
d\left(\Psi(\alpha), \mathcal{O}_{\alpha}\right)=0 \quad \alpha \neq 0 . \tag{1.35}
\end{equation*}
$$

For $0<\alpha \leqslant \alpha_{1}$, the additivity of $d$ implies

$$
\begin{equation*}
d\left(\Psi(\alpha), \mathcal{O}_{\alpha}\right)=d(\Psi(\alpha), \mathscr{U})+d\left(\Psi(\alpha), \mathcal{O}_{\alpha}-\overline{\mathscr{U}}\right) . \tag{1.36}
\end{equation*}
$$

Hence Eqs. (1.32), (1.35), and (1.36) yield

$$
\begin{equation*}
d\left(\Psi(\alpha), \mathcal{O}_{\alpha}-\overline{\mathscr{U}}\right)=-c_{+}=1 \quad 0<\alpha \leqslant \alpha_{1} . \tag{1.37}
\end{equation*}
$$

Since $\Psi(\alpha) \neq 0$ on $\partial\left(\mathcal{O}-\left[-\alpha_{1}, \alpha_{1}\right] \times \mathscr{U}\right)\left(\partial\right.$ in $\left.\left[-\alpha_{1}, \alpha_{1}\right] \times \hat{E}\right)$

$$
\begin{equation*}
d\left(\Psi(\alpha), \mathcal{O}_{\alpha}-\overline{\mathscr{U}}\right)=1 \quad|\alpha| \leqslant \alpha_{1} . \tag{1.38}
\end{equation*}
$$

But then (1.36) implies

$$
\begin{equation*}
d\left(\Psi(\alpha), \mathcal{O}_{\alpha}\right)=2 \neq 0 \tag{1.39}
\end{equation*}
$$

for $0>\alpha \geqslant-\alpha_{1}$, contradicting Eq. (1.35).
Next assume that $\mathscr{N}_{u}{ }^{+}$does not meet $\mathscr{N}_{u}^{-}$outside of a neighborhood of $(0, \mu, 0)$. Then $\mathcal{O}$ as above can be chosen with the modifications that $\mathscr{O} \equiv\left\{-\alpha_{1} / 2\right\} \times \mathscr{U} \subset \partial \mathcal{O},\left[-\alpha_{1},-\alpha_{1} / 2\right] \times \mathscr{U} \cap \mathcal{O}=\varnothing$, and $(\partial O-O t) \cap \hat{\mathscr{S}}=\varnothing$. Note that $O \mathscr{O} \cap \hat{\mathscr{S}} \subset \mathscr{N}_{\mu}$. Equation (1.35) is now valid for $\alpha>0$ and $\alpha<-\alpha_{1} / 2$. The computations (1.36)-(1.38) are unchanged. Since $\mathcal{O}_{\alpha}-\mathscr{U}=\mathcal{O}_{\alpha}$ for $\alpha=-3 \alpha_{1} / 4$, Eqs. (1.35) and (1.38) are inconsistent. Thus $\mathscr{N}_{\mu}^{+}$satisfies the above alternatives.

Identifying $\mathscr{E}$ with $\mathscr{E}$, we have shown
Theorem 1.40. Each of $\mathscr{C}_{u}{ }^{+}, \mathscr{C}_{u}{ }^{-}$meets $(\mu, 0)$ and either
(i) meets $\infty$ in $\mathscr{E}$, or
(ii) meets $(\tilde{\mu}, 0)$, where $\mu \neq \tilde{\mu} \in r(L)$.

Remark. We suspect that there is an analog of this theorem for the general odd multiplicity case.

## 2. Some Applications

Here we will give some applications of the theory of Section 1 to ordinary differential equations and integral equations as well as to quasilinear elliptic partial differential equations.

Our first application to nonlinear Sturm-Liouville problems for second-order ordinary differential equations has already been done in [3] but the proof given here is simpler. Consider

$$
\begin{equation*}
\mathscr{L} u \equiv-\left(p u^{\prime}\right)^{\prime}+q u=F\left(x, u, u^{\prime}, \lambda\right) \quad 0<x<\pi \tag{2.1}
\end{equation*}
$$

and

$$
a_{0} u(0)+b_{0} u^{\prime}(0)-0, \quad a_{1} u(\pi)+b_{1} u^{\prime}(\pi)-0,
$$

where $\left(a_{0}{ }^{2}+b_{0}{ }^{2}\right)\left(a_{1}{ }^{2}+b_{1}{ }^{2}\right) \neq 0$. The boundary conditions of Eq. (2.1) will henceforth be denoted by B.C. The function $F(x, \xi, \eta, \lambda)=$ $\lambda a(x) \xi+H(x, \xi, \eta, \lambda)$, and $H$ is $0\left(\left(\xi^{2}+\eta^{2}\right)^{1 / 2}\right)$ near $(\xi, \eta)=(0,0)$ uniformly on bounded $\lambda$ intervals. In addition, $p, q, a$ are assumed
respectively to be continuously differentiable and positive, continuous, continuous and positive on $[0, \pi]$, and $F$ is assumed to be continuous in its arguments on $[0, \pi] \times \mathbf{R}^{3}$.

If $H \equiv 0$, Eq. (2.1) becomes a linear Sturm-Liouville problem:

$$
\begin{equation*}
\mathscr{L} u=\lambda a u, \quad 0<x<\pi ; \quad u \in \text { B.C. } \tag{2.2}
\end{equation*}
$$

As is well-known, Eq. (2.2) possesses an increasing sequence of simple eigenvalues $\lambda_{1}<\cdots<\lambda_{n}<\cdots$ with $\lambda_{n} \rightarrow \infty$ as $n \rightarrow \infty$. Any eigenfunction $\varepsilon_{n}$ corresponding to $\lambda_{n}$ has exactly $n-1$ simple nodal zeroes on ( $0, \pi$ ). (By a nodal zero we mean the function changes sign at the zero and at a simple nodal zero, the derivative of the function is nonzero).

To exploit these nodal properties an appropriate family of sets is introduced. Let $E$ denote the Banach space $C^{1}[0, \pi] \cap$ B.C. with the usual norm $\|u\|_{1}=\max _{x \in[0, \pi]}|u(x)|+\max _{x \in[0, \pi]}\left|u^{\prime}(x)\right|$. Let $S_{k}{ }^{+}$be the set of $u \in E$ which have exactly $k-1$ simple nodal zeroes on $(0, \pi)$ and which are positive for $0 \neq x$ near 0 ; then, $S_{k}^{-}=-S_{k}{ }^{+}$, and $S_{k}=S_{k}{ }^{+} \cup S_{k}^{-}$. The sets $S_{k^{+}}, S_{k}^{+}, S_{k}$ are open in $E$. The eigenfunction $v_{k}$ corresponding to $\lambda_{k}$ in Eq. (2.2) is made unique by requiring that $v_{k} \in S_{k}{ }^{+}$and $\left\|v_{k}\right\|_{1}=1$.

Let $\mathscr{E}=\mathbf{R} \times E, \mathscr{S}_{k}^{+}=\mathbf{R} \times S_{k}^{+}, \mathscr{S}_{k}^{-}=\mathbf{R} \times S_{k}^{-}$, and $\mathscr{S}_{k}=$ $\mathbf{R} \times S_{k}$. The linear existence theory for Eq. (2.2) can be stated as: For each integer $k>0$ and each $\nu=+$ or - , there exists a half line of solutions of Eq. (2.2) in $\mathscr{S}_{k}{ }^{v}$ of the form $\left(\lambda_{k}, \alpha v_{k}\right), \alpha \in \mathbf{R}^{v}$. This half line joins $\left(\lambda_{k}, 0\right)$ to infinity in $\mathscr{E}$. (Here $\mathbf{R}^{v}=(\lambda \in \mathbf{R} \mid 0 \leqslant \nu \lambda \leqslant \infty)$, $\nu=+,-)$.

An analogous result holds for Eq. (2.1).
Theorem 2.3. For each integer $k>0$ and each $\nu=+$ or - , there exists a continuum of solutions of Eq. (2.1) in $\mathscr{S}_{k} \cup \cup\left\{\left(\lambda_{k}, 0\right)\right\}$ which meets $\left(\lambda_{k}, 0\right)$ and $\infty$ in $\mathscr{E}$.

Proof. Note first that if $(\lambda, u)$ is a solution of Eq. (2.1) and $u$ has a double zero, then the growth estimate on $H$ near the double zero and linearity of $\mathscr{L}$ and $a u$ implies that $u \equiv 0$ on $[0, \pi]$. Therefore, in particular, any solution $(\lambda, u)$ of Eq. (2.1) with $u \in \partial S_{k}{ }^{\nu}$ has $u \equiv 0$.

Assume that 0 is not an eigenvaluc of $\mathscr{L}$. Then using the Green's function $g(x, y)$ of $\mathscr{L}$ with respect to the B.C. of Eq. (2.1), the equation can be converted to the equivalent integral equation

$$
\begin{equation*}
u(x)=\int_{0}^{\pi} g(x, y) F\left(y, u(y), u^{\prime}(y), \lambda\right) d y \equiv G(\lambda, u) \tag{2.4}
\end{equation*}
$$

It is easily seen that $G$ is a continuous compact map of $\mathscr{E} \rightarrow E$. Hence Eq. (2.4) is of the form (0.1) with $L u=\int_{0}^{\pi} g(x, y) a(y) u(y) d y$. The eigenvalues of $\mathscr{L}$ are the characteristic values of $L$ and are simple. Therefore the hypotheses of Theorem 1.3 are satisfied and there exists a continuum $\mathscr{C}_{\lambda_{k}} \equiv \mathscr{C}_{k}$ as in Theorem 1.3. Lemma 1.24 implies that if $(\lambda, u) \in \mathscr{C}_{k}$ and is near $\left(\lambda_{k}, 0\right), u=\alpha v_{k}+w$ with $w=0(|\alpha|)$. Since $S_{k}{ }^{\nu}$ is open and $v_{k} \in S_{k}$, then

$$
(\lambda, u) \in \mathscr{S}_{k} \quad \text { and } \quad\left(\mathscr{C}_{k}-\left\{\left(\lambda_{k}, 0\right)\right\}\right) \cap \mathscr{B}_{6} \subset \mathscr{S}_{k}
$$

for all $0<\zeta$ small. By an above remark, $\left(\mathscr{C}_{k}-\left\{\left(\lambda_{k}, 0\right)\right\}\right) \cap \partial \mathscr{S}_{k}=\varnothing$. Consequently, $\mathscr{C}_{k}$ lies in $\mathscr{S}_{k} \cup\left\{\left(\lambda_{k}, 0\right)\right\}$ and alternative (ii) of Theorem 1.3 is not possible.

It remains to decompose $\mathscr{C}_{k}$ into two subcontinua which meet $\left(\lambda_{k}, 0\right)$ and $\infty$ in $\mathscr{S}_{k}+\cup\left\{\left(\lambda_{k}, 0\right)\right\}$ and $\mathscr{S}_{k} \cup\left\{\left(\lambda_{k}, 0\right)\right\}$, respectively. Again writing $u=\alpha v_{k}+w$ for $(\lambda, u) \in \mathscr{C}_{k}-\left\{\left(\lambda_{k}, 0\right)\right\}$ and near $\left(\lambda_{k}, 0\right)$, we have $\alpha v_{k} \in \mathscr{S}_{k}{ }^{\nu}$ if $0 \neq \alpha \in \mathbf{R}^{\nu}$ and, therefore,

$$
\left(\mathscr{C}_{k}^{+}-\left\{\left(\lambda_{k}, 0\right)\right\}\right) \cap \mathscr{B}_{5} \subset \mathscr{S}_{k}^{+}
$$

$\mathscr{C}_{k}{ }^{-}-\left\{\left(\lambda_{k}, 0\right)\right\} \cap \mathscr{B}_{\xi} \subset \mathscr{S}_{k}-$ for all $0<\zeta$ small. Since $\mathscr{C}_{k}{ }^{\nu}-\left\{\left(\lambda_{k}, 0\right)\right\}$ cannot leave $\mathscr{S}_{k}{ }^{\nu}$ outside of a neighborhood of $\left(\lambda_{k}, 0\right)$ and $\mathscr{S}_{k}{ }^{\nu}$ does not contain a pair of points of the form $(\lambda, u),(\lambda,-u)$, it follows from Theorem 1.27 or Theorem 1.40 that $\mathscr{C}_{k}^{\nu}$ meets infinity in $\mathscr{S}_{k}^{\nu}$, $\nu=+,-$.

If 0 is an eigenvalue of $\mathscr{L}$, the result is trivial if $\lambda_{k}=0$. If $\lambda_{k} \neq 0$, then replacing $\mathscr{L}$ by $\mathscr{L}+\epsilon a$, and passing to a limit using the already established result and the compactness of $G$, completes the proof of Theorem 2.3 (see [3]).

Remark. It is possible to generalize Theorem 2.3 by permitting $\mathscr{L}$ to depend on $\lambda$ and on $u$ in a nonlinear fashion (see [3]). Likewise $F$ could be a map of $C^{1}[0, \pi] \times \mathbf{R} \rightarrow C[0, \pi]$. However, then, the form of $F$ must be such that Eq. (2.1) has the property that whenever $(\lambda, u)$ is a solution of (2.1) with $u$ having a double zero, then $u \equiv 0$ (see [10]).

Next we show how nodal properties can likewise be exploited for a class of nonlinear integral equations. Consider

$$
\begin{equation*}
u(x)=\lambda \int_{0}^{1} K(x, y) F(y, u(y)) u(y) d y \equiv G(\lambda, u) \tag{2.5}
\end{equation*}
$$

where $K(x, y)$ is a continuous symmetric oscillation kernel on $[0,1]^{2}$ and $F(y, z)$ is a positive continuous function on $[0,1] \times \mathbf{R}$. Let
$E=C[0,1]$ under $\|u\|=\max _{x \in[0,1]}|u(x)|$. Then $G$ is continuous and compact on $\mathscr{E}=\mathbf{R} \times E$ as is

$$
L u=\int_{0}^{\pi} K(x, y) F(y, 0) u(y) d y
$$

and $H(\lambda, u)=G(\lambda, u)-\lambda L u$ is $0(\|u\|)$ for $\|u\|$ near 0 .
Since $K(x, y) F(z, 0)$ is also a symmetrizable oscillation kernel, the linear characteristic value problem

$$
\begin{equation*}
u=\lambda L u \tag{2.6}
\end{equation*}
$$

possesses an increasing sequence of positive simple characteristic values $\lambda_{1}<\cdots<\lambda_{n}<\cdots$ with $\lambda_{n} \rightarrow \infty$ as $n \rightarrow \infty$ (see [9]). Any eigenfunction $v_{k}$ corresponding to $\lambda_{k}$ has exactly $k-1$ nodal zeroes on $(0,1)$. Let $N_{k}{ }^{+}$denote the subset of $u \in E$ such that $u$ has exactly $k-1$ nodal zeroes on ( 0,1 ) and is positive near $x=0 ; N_{k}{ }^{-}=-N_{k}{ }^{+}$, and $N_{k}=N_{k}{ }^{+} \cup N_{k}{ }^{-}$. Then $v_{k} \in N_{k}$. We normalize $v_{k}$ by requiring $\left\|v_{k}\right\|=1$ and $v_{k} \in N_{k}{ }^{+}$.

As was the case with Eqs. (2.1) and (2.2), there is a nonlinear analog for Eq. (2.5) of the linear theory for Eq. (2.6). Let $\mathscr{N}_{j}^{\nu}=$ $\mathbf{R} \times N_{j}{ }^{\nu}$ for $\nu=+, \cdots$, and $\mathscr{N}_{j}=\mathbf{R} \times N_{j}$.

Theorem 2.7. For each $k>0$ and each $\nu=+$ or - , there exists a continuum of solutions of Eq. (2.5) in $\mathscr{N}_{k}^{\nu}$ which meets $\left(\lambda_{k}, 0\right)$ and $\infty$ in $\mathscr{E}$.

Proof. By Theorem 1.3, there exists a continuum $\mathscr{C} \lambda_{k} \equiv \mathscr{C}_{k} \subset \mathscr{S}$ meeting ( $\lambda_{k}, 0$ ) and satisfying the alternatives of Theorem 1.3. Let $O \mathscr{O}=\left\{(\lambda, u) \in \mathscr{C}_{k} \mid(\lambda, u) \in \mathscr{N}_{k} \cup\left\{\left(\lambda_{k}, 0\right)\right\}\right\}$. We will show that $\mathcal{O}$ is both open and closed in $\mathscr{C}_{k}$ under the induced topology from $\mathscr{E}$ and therefore since $\mathscr{C}_{k}$ is a continuum, $C Z \equiv \mathscr{C}_{k}$. (Certainly $\left.O \not \neq \varnothing\right)$.

Suppose $(\lambda, u) \in \mathscr{C l},(\lambda, u) \neq\left(\lambda_{k}, 0\right)$. Since $K(x, y) F(y, u(y))$ is a symmetrizable oscillation kernel, and ( $\lambda, u$ ) is an eigenpair of Eq. (2.5) with $u \in N_{k}$, it follows that $\lambda$ is the $k$-th characteristic value of $K(x, y) F(y, u(y))$. Likewise, this is the case if $(\lambda, u)=\left(\lambda_{k}, 0\right)$.

Now we show $\mathscr{C}$ is closed, for if $\left(\mu_{n}, u_{n}\right) \subset \mathcal{O}$ and $\left(\mu_{n}, u_{n}\right) \rightarrow(\mu, u)$, then $(\mu, u) \in \mathscr{C}_{k}$ since it is a closed set. The kernels $K F\left(y, u_{n}\right) \rightarrow K F(y, u)$ in $E$ and therefore the corresponding integral operators converge in the operator norm. Consequently the respective sets of characteristic value of these operators converge uniformly on compact subsets of $\mathbf{R}$. Hence $\mu$ being the limit of $k$-th characteristic values must be the $k$-th characteristic value of $\operatorname{KF}(y, u)$. Therefore, $u$ is a $k$-th eigenvector and $u \in N_{k}$ unless $u=0$ in which case $\lambda=\lambda_{k}$. Thus $O t$ is closed.

A similar argument shows $O l$ is open. Let $(\lambda, u) \in O l$. Since $\lambda$ is the $k$-th characteristic value of $K F(y, u)$, given any $\epsilon>0$, there exists a $\rho>0$ such that if $\|u-w\|<\rho$ the $k$-th characteristic value $\mu$ of $K F(y, w)$ satisfies $|\lambda-\mu|<\epsilon$. Moreover, since the kernels $K F(y, \varphi)$ possess only simple eigenvalues, given any $\epsilon_{1}>0$ therc exists $\rho_{1}>0$ such that $\|u-w\|<\rho_{1}$ implies all eigenvalues $\gamma$ of $K F(y, w)$ other than the $k$-th satisfy $|\gamma-\lambda| \geqslant \epsilon_{1}$. Taking $\epsilon_{1}=2 \epsilon$, we see that if $(\mu, w) \in \mathscr{C}_{k}$ and $|\mu-\lambda|<\epsilon,\|w-u\|<$ $\min \left(\rho, \rho_{1}\right)$, then $(\mu, w) \in \mathscr{N}_{k} \cup\left\{\left(\lambda_{k}, 0\right)\right\}$. Hence $\sigma t$ is open.

By our foregoing remark it follows that $a \equiv \mathscr{C}_{k}$. Therefore, if $k \neq j, \mathscr{C}_{k} \cap \mathscr{C}_{j}=\varnothing$ and alternative (ii) of Theorem 1.3 is not possible. Thus alternative (i) prevails.

Next $\mathscr{C}_{k}$ is decomposed into two subcontinua lying in

$$
\mathscr{N}_{k}^{+} \cup\left\{\left(\lambda_{k}, 0\right)\right\}, \mathscr{N}_{k}^{-} \cup\left\{\left(\lambda_{k}, 0\right)\right\},
$$

respectively, each meeting $\infty$. By the remarks following Theorem 1.16, we can break up $\mathscr{C}_{k}$ into $\mathscr{C}_{k}, \mathscr{C}_{k}$. It will be shown that

$$
\mathscr{C}_{k^{v}} \subset \mathscr{N}_{k}^{\prime \prime} \cup\left\{\left(\lambda_{k}, 0\right)\right\}, \quad \nu=+,-
$$

Hence $\mathscr{C}_{k}{ }^{+}$does not meet $\mathscr{C}_{k}{ }^{-}$outside of a neighborhood of ( $\lambda_{k}, 0$ ) and neither of $\mathscr{C}_{k}{ }^{+}, \mathscr{C}_{k}{ }^{-}$contains a pair of points $(\lambda, u),(\lambda,-u)$. Therefore, by Theorem 1.27 or Theorem 1.40, $\mathscr{C}_{k}{ }^{v}$ meets $\infty$ in $\mathscr{N}_{k}{ }^{v}$, $\nu=+,-$.

Thus to complete the proof, we show $\mathscr{C}_{k}{ }^{\nu} \subset \mathscr{N}_{k}{ }^{\nu} \cup\left\{\left(\lambda_{k}, 0\right)\right\}$, $\nu=+,-$. First observe that $\mathscr{C}_{k}{ }^{+}$cannot have nonempty intersection with both $\mathscr{N}_{k}{ }^{+}$and $\mathscr{N}_{k}{ }^{-}$for otherwise since $\mathscr{C}_{k}{ }^{+}$is a continuum, we could find a point $(\lambda, u)$ on $\mathscr{C}_{k}{ }^{+}$with $u \in N_{j}, j<k$, which is not possible. Therefore $\mathscr{C}_{k}{ }^{+}$lies either in $\mathscr{N}_{k}{ }^{+} \cup\left\{\left(\lambda_{k}, 0\right)\right\}$ or in $\mathscr{N}_{u}-\cup\left\{\left(\lambda_{k}, 0\right)\right\}$. Suppose $\mathscr{C}_{k}{ }^{+} \subset \mathscr{N}_{k}-\cup\left\{\left(\lambda_{k}, 0\right)\right\}$. Let $(\lambda, u) \in \mathscr{C}_{k}{ }^{+},(\lambda, u)$ near ( $\lambda_{k}, 0$ ). Then $u=\alpha v_{k}+w$, where $0<\alpha=\langle\ell, u\rangle$ and $w \in E_{1}$. Since $u \in N_{k}^{-}, u / \alpha=v_{k}+w / \alpha \in N_{k}^{+}$. Letting $\alpha \rightarrow 0$ and using Lemma 1.24, we find $u / \alpha \rightarrow v_{k} \in \bar{N}_{k}{ }^{-}$. But $v_{k} \in N_{k}{ }^{+}$and

$$
N_{k}{ }^{+} \cap \bar{N}_{k}^{-}=\varnothing .
$$

Thus $\mathscr{C}_{k}{ }^{+} \subset \mathscr{N}_{k}{ }^{+} \cup\left\{\left(\lambda_{k}, 0\right)\right\}$. Similarly $\mathscr{C}_{k}-\subset \mathscr{N}_{k}^{-} \cup\left\{\left(\lambda_{k}, 0\right)\right\}$, and the proof is complete.

Remark 1. The only point in the above proof in which the symmetry of $K$ has played a role is in guaranteeing that certain linear operators have positive simple eigenvalues and corresponding eigenfunctions with nodal properties. Thus Theorem 2.7 is also valid if $K$
is an arbitrary oscillation kernel provided its eigenvalues and eigenfunctions have these properties as, e.g., in [19].
Remark. 2. The ideas used in the above proof can readily be generalized to include the case in which $F$ is a map depending also on $\lambda$ [10]. Likewise it is possible to generalize the results of Parter on interlocking pairs of ordinary differential equations of a special form [20].

The last application in this section treats a nonlinear eigenvalue problem for a class of quasilinear elliptic partial differential equations. Let $\mathscr{D}$ be a smooth bounded domain in $\mathbf{R}^{n}$. Consider the boundary value problem:

$$
\begin{align*}
\mathscr{L} u \equiv & -\sum_{i, j=1}^{n} a_{i j}(x, u, D u) u_{x_{i} x_{j}}+\sum_{i=1}^{n} b_{i}(x, u, D u) u_{x_{i}} \\
& +c(x, u, D u) u=\lambda(a(x) u+F(x, u, D u, \lambda)) \quad x \in \mathscr{D}  \tag{2.8}\\
& u=0 \quad \text { on } \partial \mathscr{D} .
\end{align*}
$$

Here $D u$ denotes arbitrary first partial derivatives of $u$. The functions $a_{i j}, b_{i}, c, a, F$ are assumed to be continuously differentiable functions of their arguments. In addition, we assume $c \geqslant 0, a \geqslant a_{0}>0$, $F \geqslant 0, F(x, u, p, \lambda)=0\left(\left(u^{2}+|p|^{2}\right)^{1 / 2}\right)$ near $(u, p)--(0,0)\left(p \in \mathbf{R}^{n}\right)$ uniformly on bounded $\lambda$ intervals, and that Eq. (2.8) is uniformly elliptic, i.e.,

$$
\sum a_{i j}(x, \eta, p) \xi_{i} \xi_{j} \geqslant \beta|\xi|^{2}
$$

for all $x \in \mathscr{D}, \eta \in \mathbf{R}, p, \xi \in \mathbf{R}^{n}$ with $\beta$ a positive constant.
Let $\alpha \in(0,1)$ and let $E$ be the Banach space: $E=\left\{u \in \mathscr{C}^{1+\alpha}(\overline{\mathscr{D}}) \mid u=\right.$ 0 on $\partial \mathscr{D}\}$ under the norm

$$
\begin{aligned}
\|u\|_{1+\alpha}= & \max _{x \in \mathscr{S}}|u(x)|+\max _{1 \leqslant i \leqslant n} \max _{x \in \mathscr{R}}\left|u_{x_{i}}(x)\right| \\
& +\max _{1 \leqslant i \leqslant n} \max _{x, y \in \mathscr{T}}\left|u_{x_{i}}(x)-u_{x_{i}}(y)\right| /|x-y|^{\alpha} .
\end{aligned}
$$

Let $P^{+}=\{u \in E \mid u>0$ in $\mathscr{D}$ and $\partial u \mid \partial \omega<0$ on $\partial \mathscr{D}\}$ and $P^{-}=-P^{+}$, where $\omega$ is the outward pointing normal to $\partial \mathscr{D} . P^{+}$and $P^{-}$are open subsets of $E$.

Let $\mathscr{E}=\mathbf{R} \times E, \mathscr{P}_{\nu}=\mathbf{R} \times P^{\nu}, \nu=+,-$. We will prove the existence of a continuum of solutions of Eq. (2.8) with $u \in P^{+}$. We define a mapping of $\mathscr{E} \rightarrow E$ as follows: For $(\lambda, u) \in \mathscr{E}$, let $v=$
$G(\lambda, u)$ be the solution of the linear uniformly elliptic partial differential equation:

$$
\begin{align*}
& -\sum_{i, j=1}^{n} a_{i j}(x, u, D u) v_{x_{i} x_{j}}+\sum_{i=1}^{n} b_{i}(x, u, D u) v_{x_{i}}+c(x, u, D u) v \\
& \quad=\lambda(a(x) u+F(x, u, D u, \lambda)) \quad x \in \mathscr{D}  \tag{2.9}\\
& v=0 \quad \text { on } \quad \partial \mathscr{D} .
\end{align*}
$$

The standard linear existence theory for such equations implies there exists a unique $v \in \mathscr{C}^{2+\alpha}(\overline{\mathscr{D}})$ satisfying Eq. (2.9) (see [11]). The Schauder estimates imply that the mapping $G$ is continuous and compact. Any solution $(\lambda, u)$ of Eq. (2.8) satisfies $u=G(\lambda, u)$, and conversely.

For $(\lambda, u) \in \mathscr{E}$, let $w \equiv T(\lambda, u)$ denote the solution of

$$
\begin{align*}
-\sum_{i, j=1}^{n} a_{i j}(x, 0,0) w_{x_{i} x_{j}}+\sum_{i=1}^{n} b_{i}(x, 0,0) w_{x_{i}}+c(x, 0,0) w & =\lambda a u \quad x \in \mathscr{D} \\
w & =0 \quad \text { on } \quad \partial \mathscr{D} . \tag{2.10}
\end{align*}
$$

Then $T(\lambda, u)=\lambda L u$, where, as above, $L$ is the linear compact map of $E \rightarrow E$. It is easily seen that $H(\lambda, u) \equiv G(\lambda, u)-\lambda L u$ is $O\left(\|u\|_{1+\alpha}\right)$ for $u$ near $O$ uniformly on bounded $\lambda$ intervals.

Consider the linear characteristic value problem $v=\lambda L v$, i.e.,

$$
\begin{align*}
-\sum_{i, j=1}^{n} a_{i j}(x, 0,0) v_{x_{i} x_{j}}+\sum_{i=1}^{n} b_{i}(x, 0,0) v_{x_{i}}+c(x, 0,0) v & =\lambda a(x) v \quad x \in \mathscr{D} \\
v & =0 \quad \text { on } \quad \partial \mathscr{D} . \tag{2.11}
\end{align*}
$$

Using the maximum principle and the linear theory for $L$, it is easily seen that $L$ is a strongly positive operator (in the sense of KreinRutman [11]) on the cone $\bar{P}^{+}$. Therefore by a theorem of KreinRutman, the smallest characteristic value $\lambda_{1}$ of $L$ is positive and simple and possesses a corresponding eigenfunction $v_{1} \in P^{+} . v_{1}$ is made unique by taking $\left\|v_{1}\right\|_{1+\alpha}=1$.

Thus we see that all of the hypotheses of Theorem 1.3 are satisfied for Eq. (2.8) with $\mu=\lambda_{1}$ and by that theorem, there exists a continuum $\mathscr{C}_{\lambda_{1}} \equiv \mathscr{C}_{1}$ of solutions $(\lambda, u)$ of Eq. (2.8) in $\mathscr{E}$ satisfying the alternatives of that theorem. If $(\lambda, u) \in \mathscr{C}_{1}$ and is near $\left(\lambda_{1}, 0\right)$, then $u=\gamma v_{1}+w$
where $|\gamma|$ is small and $w=o(|\gamma|)$. Hence as for Eq. (2.1), $u \in P^{\nu}$ if $\gamma \in \mathbf{R}^{v}, \nu=+,-$, and $|\gamma|$ small. Thus $\mathscr{C}_{1}{ }^{\nu} \cap \mathscr{B}_{\xi} \subset \mathscr{P}^{\nu} \cup\left\{\left(\lambda_{1}, 0\right)\right\}$ for $0<\zeta$ small, $\nu=+,-$.

Next we claim $\mathscr{C}_{1}+\subset \mathscr{P}^{+}$and therefore as in Theorem 2.3 or 2.7, $\mathscr{C}_{1}{ }^{+}$meets $\infty$ in $\mathscr{E}$. To prove this, note first we can assume $(\lambda, u) \in \mathscr{C}_{1}$ implies $\lambda>0$ for otherwise $\lambda=0$ is an eigenvalue of an equation of the form (2.8). But this is impossible via the maximum principle. If $\mathscr{C}_{1}{ }^{+} \not \subset \mathscr{P}^{+}$, there exists $(\lambda, u) \in \mathscr{C}_{1}{ }^{+} \cap\left(\mathbf{R}^{+} \times \partial P^{+}\right),(\lambda, u) \neq\left(\lambda_{1}, 0\right)$, such that $(\lambda, u)$ is the limit in $\mathscr{E}$ of $\left(\lambda_{n}, u_{n}\right) \in \mathscr{P}+$. The function $u$ has either an interior zero in $\mathscr{D}$ or $\partial u / \partial \omega=0$ at some point on $\partial \mathscr{D}$, $\partial / \partial \omega$ denoting the outward normal derivative to $\partial \mathscr{D}$. Then from Eq. (2.8), $\mathscr{L} u \geqslant 0$ and the strong maximum principle [13] implies $u \equiv 0$. Therefore $(\lambda, 0) \in \mathscr{C}_{1}{ }^{+}$and is the limit of solutions of Eq. (2.8) in $\mathscr{P}+$. An argument similar to that of Lemma 1.24 then shows that $\lambda=\lambda_{1}$ contrary to hypothesis. Thus we have proved

Theorem 2.12. There is a continuum of solutions $\mathscr{C}_{1}{ }^{+}$of Eq. (2.8) in $\mathscr{P}+\cup\left\{\left(\lambda_{1}, 0\right)\right\}$ which meets $\left(\lambda_{1}, 0\right)$ and $\infty$ in $\mathscr{E}$.

Remark. Actually for this theorem all we need is that $F \geqslant 0$ if $u \geqslant 0$. If further $F \leqslant 0$ when $u \leqslant 0$, the above argument gives a second continuum $\mathscr{C}_{1}{ }^{-}$in $\mathscr{P}-\cup\left\{\left(\lambda_{1}, 0\right)\right\}$ which meets $\left(\lambda_{1}, 0\right)$ and $\infty$ in $\mathscr{P}^{-}$. Appropriate growth conditions on $a_{i j}, b_{i}$, etc. imply a priori bounds (depending on $\lambda$ ) for solutions of Eq. (2.8) (see [12]). This implies the projection of $\mathscr{C}_{1}{ }^{+}$on $\mathbf{R}$ contains $\left(\lambda_{1}, \infty\right)$.

Corollary 2.13. If $F$ is independent of $D u$, Theorem 2.12 obtains for $\mathscr{C}_{1}{ }^{+}$and $\mathscr{C}_{1}{ }^{-}$without the positivity of $F$.

Proof. The proof is the same as that of Theorem 2.12 modulo showing that $\mathscr{C}_{1}{ }^{\prime \prime} \subset \mathscr{P}_{\nu} \cup\left\{\left(\lambda_{1}, 0\right)\right\}, \nu=+,-$. We treat the + case. If this is not the case, we can find $(\lambda, u) \in \mathscr{C}_{1}{ }^{+} \cap \mathbf{R}^{+} \times \partial P^{+}$where $u$ has an interior zero in $\mathscr{D}$ or $\partial u / \partial \omega=0$ at some boundary point of $\mathscr{D}$. Suppose $u\left(x_{0}\right)=0$ at $x_{0} \in \mathscr{D}$. Consider a small neighborhood $\Omega$ of $x_{0}$. It can be assumed that $|F(x, u, \lambda)| \leqslant a_{0}|u| / 2$ in $\Omega$. Therefore $\mathscr{L} u \geqslant 0$ in $\Omega$ and the maximum principle implies $u \equiv 0$ in $\Omega$ and therefore in $\mathscr{\mathscr { D }}$ by a simple continuation argument. $\Lambda$ similar argument works if $x_{0} \in \partial \mathscr{D}$ and $\partial u\left(x_{0}\right) / \partial \omega=0$. The proof continues as earlier.

Remark. In some work in progress, R.E.L. Turner has shown the existence of continua (in another sense) of solutions of a class of quasilinear elliptic equations.

## 3. Related Results

In this last section we shall show how some of the ideas developed in the previous sections can be used to prove the existence of continua of solutions for nonlinear eigenvalue problems where bifurcation need not occur. Let $\mathscr{E}$ and $E$ be as earlier and let $\mathscr{E}^{v}=\left\{(\lambda, u) \in \mathscr{E} \mid \lambda \in \mathbf{R}^{\prime \prime}\right\}$, $v=+,-$. Consider the equation

$$
\begin{equation*}
u=T(\lambda, u), \tag{3.1}
\end{equation*}
$$

where $T: \mathscr{E} \rightarrow E$ is continuous and compact, and $T(0, u) \equiv 0$. It is not assumed that $T(\lambda, 0) \equiv 0$ and in fact the case of interest is when $T(\lambda, 0) \neq 0$ for $0 \neq \lambda$ near 0 .

Note that $(0,0)$ is a solution of Eq. (3.1). Use of the Schauder fixed point theorem in a straightforward fashion shows that Eq. (3.1) possesses a solution $(\lambda, u(\lambda))$ for each $|\lambda|$ small. However a global result actually obtains here. Let $\mathscr{S}$ denote the set of solutions of Eq. (3.1).

Theorem 3.2. If $T$ is continuous and compact on $\mathscr{E}$ and $T(0, u) \equiv 0$, then $\mathscr{S}$ contains a pair of continua $\mathscr{S}^{+}, \mathscr{J}^{-}$lying in $\mathscr{E}^{+}, \mathscr{E}^{-}$, respectively, and meeting $(0,0)$ and $\infty$.

Proof. If $\lambda_{0}>0$ is sufficiently small, the continuity of $T$ implies that $T:\left[-\lambda_{0}, \lambda_{0}\right] \times \bar{B}_{1} \rightarrow B_{1}$. Let $\Phi(\lambda, u)=u-T(\lambda, u)$. Then $d\left(\Phi(\lambda), B_{1}, 0\right) \equiv d\left(\Phi(\lambda), B_{1}\right)$ is well defined for $|\lambda| \leqslant \lambda_{0}$; and by the homotopy invariance of $d$,

$$
\begin{equation*}
d\left(\Phi(\lambda), B_{1}\right) \equiv \text { constant for }|\lambda| \leqslant \lambda_{0} . \tag{3.3}
\end{equation*}
$$

For $\lambda=0, \Phi(\lambda)=I$, the identity map on $E$. Hence

$$
\begin{equation*}
d\left(\Phi(\lambda), B_{1}\right)=d\left(I, B_{1}\right)=1, \quad|\lambda| \leqslant \lambda_{0} . \tag{3.4}
\end{equation*}
$$

Let $\mathscr{I}^{v}$ denote the (maximal) sub-continuum of $\mathscr{S}$ lying in $\mathscr{E}^{v}$, $\nu=+,-$, and which meets $(0,0)$. Since $(0,0)$ is the unique solution of Eq. (3.1) for $\lambda=0, \mathscr{I}^{+} \cap \mathscr{I}^{-}=(0,0)$. If $\mathscr{I}^{v}$ does not meet infinity in $\mathscr{E}_{\mathscr{V}}$, as in Lemma 1.2 a bounded open set $\mathcal{O}^{\nu} \mathrm{C} \mathscr{E}^{\nu}$ can be found such that $\mathcal{O}^{\nu} \supset \mathscr{I}^{v}$ and $\mathcal{O}^{\prime \prime} \cap\{0\} \times E \subset\{0\} \times B_{1}$. The argument used in the proof of Theorem 1.3 together with Eq. (3.4) shows that this is not possible. Thus the proof is complete.

An obvious corollary which shall not be formalized results when the solutions of Eq. (3.1) are a priori bounded as a function of $\lambda$. The projection of $\mathscr{I}^{v}$ on $\mathbf{R}^{v}$ is then $\mathbf{R}^{v}, v=+,-$.

If $T(\lambda, 0) \equiv 0$, Theorem 3.2 tells us nothing new since the trivial solutions $(\lambda, 0)$ are present.

To illustrate Theorem 3.2, consider the nonlinear integral equation

$$
\begin{equation*}
u(x)=\lambda \int_{\mathscr{Q}} K(x, y) F(y, u(y), \lambda) d y \equiv T(\lambda, u), \tag{3.5}
\end{equation*}
$$

where $x \in \overline{\mathscr{D}}$, a bounded domain in $\mathbf{R}^{n}, E=\mathscr{C}(\overline{\mathscr{D}}), K$ is continuous on $\overline{\mathscr{D}} \times \overline{\mathscr{D}}$, and $F$ is a continuous map of $\overline{\mathscr{D}} \times E \times R$ into $E$ which is bounded on bounded sets. Then $T(\lambda, u)$ satisfies the hypotheses of Theorem 3.2 on $\mathscr{E}$ and there exists a pair of continua as in that theorem. If $|F(y, u, \lambda)| \leqslant M(\lambda)$ for all $y \in \mathscr{\mathscr { D }}, u \in F, \lambda \in \mathbf{R}$, with $M(\lambda)$ continuous on $\mathbf{R}$, then Eq. (3.5) possesses solutions for all $\lambda \in \mathbf{R}$.

A second example is provided by the quasilinear elliptic partial differential equation

$$
\begin{equation*}
\mathscr{L} u=Q(x, u, D u, \lambda) \quad \text { in } \mathscr{D} \quad u=0 \quad \text { on } \quad \partial \mathscr{V}, \tag{3.6}
\end{equation*}
$$

where $\mathscr{L} u$ is as in Eq. (2.8), the coefficients having the same properties as earlier. The function $Q$ is assumed to be continuously differentiable in its arguments and $Q(x, u, p, 0) \equiv 0$. Let $E$ be as earlier and define $T(\lambda, u)$ just as $G(\lambda, u)$ was defined before Eq. (2.9). Then Eq. (3.6) is equivalent to the equation $u=T(\lambda, u)$ in $E$ with $T$ satisfying the hypotheses of Theorem 3.2. Hence we obtain $\mathscr{I}^{+}, \mathscr{I}^{-}$. If $Q>0$ for $\lambda>0$ then the maximum principle implies that $T(\lambda, u) \subset P^{+}$for $\lambda>0$ and $\mathscr{J}+\subset \mathscr{P}+\cup\{(0,0)\}$. Similarly, if $Q \geqslant 0$ for $\lambda>0$, $T(\lambda, u) \subset \bar{P}^{+}$for $\lambda>0$ and $\mathscr{I}^{+} \subset \overline{\mathscr{P}}^{+} \cup(0,0)$.

By formalizing the above, we have
Tifeorem 3.7. Equation (3.6) possesses a pair of continua of solution $\mathscr{I}^{+}, \mathscr{I}^{-}$which meet $(0,0)$ and infinity in $\mathscr{E}^{+}, \mathscr{E}^{-}$, respectively. If $Q>0$ $(\geqslant 0)$ for $\lambda>0$, then $\mathscr{I}+C \mathscr{P}+\cup(0,0)\left(\overline{\mathcal{P}^{+}} \cup(0,0)\right)$.

Remark. It is easily shown that these results are valid under more general boundary conditions. Some results related to Theorem 3.7 have been obtained by D. Cohen and H. Keller [5, 14] for the case in which the coefficients of $\mathscr{L}$ are independent of $u, D u ; Q=Q(x, u)>0$, and $Q$ is monotonic increasing in $u$.

Next we investigate a situation related to but somewhat different from that of Eq. (3.1).

$$
\begin{equation*}
\mathscr{L} u=\mathscr{F}(\lambda, u), \tag{3.8}
\end{equation*}
$$

where $\mathscr{L}$ is a linear map on $E$ and $\mathscr{F}$ a nonlinear map of $\mathscr{E} \rightarrow E$ with $\mathscr{F}(0, u) \equiv 0$. If $\mathscr{L}^{-1}$ exists as a bounded map on $E$, then Eq. (3.8) can
be put into the form (3.1). However, this may not be the case and, in particular, $\mathscr{L}$ may have a null space $N$. Despite this if Eq. (3.8) possesses sufficient structure, it may be still possible to convert it to an equation of the form (3.1) such that Theorem 3.2 can be used. Rather than develop a general theory here, we will restrict ourselves to one problem, viz., the question of the existence of time periodic solutions of a nonlinear wave equation.

Consider, then,

$$
\begin{equation*}
u_{i t}-u_{x x}=\lambda F(x, t, u) \quad 0<x<\pi, \quad 0 \leqslant t \leqslant 2 \pi \tag{3.9}
\end{equation*}
$$

together with the boundary and periodicity conditions:

$$
\begin{align*}
u(0, t) & =u(\pi, t)=0 & & 0 \leqslant t \leqslant 2 \pi \\
u(x, t+2 \pi) & =u(x, t) & & 0 \leqslant x \leqslant \pi . \tag{3.10}
\end{align*}
$$

The function $F$ is assumed to be $k(\geqslant 3)$ times continuously differentiable in its arguments, $2 \pi$ periodic in $t$, and $\partial F / \partial t \not \equiv 0$. In addition, we assume $F$ is strongly monotonic increasing in $u$, i.e.,

$$
\partial F(x, t, u) / \partial u \geqslant \beta>0 \quad \text { for all } x, t, u .
$$

This problem was studied in [15] where the existence and local uniqueness of classical solutions of Eqs. (3.9) and (3.10) was shown for $\lambda$ sufficiently small. By converting these two equations into an equation of the form (3.1), and verifying the conditions required for Theorem 3.2, we shall show that a global result actually obtains here. Free use shall be made of some of the preliminary results of [15].

First some notation. The completion of $C^{\infty}$ functions in $x, t$ on $[0, \pi] \times[0,2 \pi], 2 \pi$ periodic in $t$, with respect to

$$
|\varphi|_{j}^{2}=\sum_{|\sigma| \leqslant j} \int_{0}^{\pi} \int_{0}^{2 \pi}\left|D^{\sigma} \varphi\right|^{2} d x d t,
$$

will be denoted by $H_{j}$. (Here $D^{\sigma} \varphi$ denotes an arbitrary derivative of $\varphi$ of order $|\sigma|$, the usual multi-index notation being employed.) Similarly $\dot{I}_{j}$ denotes the complction as above of $C^{\infty}$ function having support contained in ( $0, \pi$ ) with respect to $x . H_{j}$ and $\dot{H}_{j}$ are Hilbert spaces with respect to the inner product associated with $|\cdot|_{j}$. Let $C_{j}$ denote the closure of $C^{\infty}$ with respect to $\|\varphi\|_{j}=\sum_{|\sigma| \leqslant j} \max \left|D^{*} \psi\right|$.

The closure $N$ in $H_{0}$ of the null space of the wave operator $\equiv \partial^{2} / \partial t^{2}-\partial^{2} / \partial x^{2}$ under the boundary and periodicity conditions of Eq. (3.10) is the set of $\varphi \in H_{0}$ such that

$$
\varphi(x, t)=p(x+t)-p(-x+t)
$$

where $p$ is $2 \pi$ periodic and $\int_{0}^{2 \pi} p^{2}(s) d s<\infty$. Let $N^{\perp}$ denote the orthogonal complement of $N$ in $H_{0}$ and let $P$ be the projector on $N$. Observe that $N$ is infinite dimensional and if $\varphi \in N$ is smooth $(0, \varphi)$ is a classical solution of Eqs. (3.9) and (3.10). Thus any solutions of these equations with $\lambda \neq 0$ bifurcate from ( $0, N$ ).

Let $E \ldots N^{\perp} \cap H_{k}$. It is shown in [15] that for each $w \in E$, there exists a unique $v=V(w) \in N \cap H_{k}$ such that $P F(\cdot, \cdot, v+w)=0$, i.e.,

$$
\begin{equation*}
\int_{0}^{\pi} \int_{0}^{2 \pi} F(x, t, v+w) \varphi d x d t=0 \tag{3.11}
\end{equation*}
$$

for all $\varphi \in N$. Theorems 1 and 3 of [15] further show that

$$
\begin{equation*}
|v|_{k} \leqslant c(w) \tag{3.12}
\end{equation*}
$$

where $c(w)$ is a constant depending on bounds for $\|w\|_{1}$ and $|w|_{k}$. Since $k \geqslant 3$, bounds on $|w|_{k}$ imply corresponding bounds on $\|w\|_{1}$ via the Sobolev inequality [16]. Thus we can consider $c$ as depending only on $|w|_{k}$.

The mapping $w \rightarrow V(w)$ is continuous as a map from $E \rightarrow N \cap H_{k-1}$ for if $\left(w_{n}\right) \subset E$ and $\left|w_{n}-w\right|_{k} \rightarrow 0$ as $n \rightarrow \infty$, then Eq. (3.12) gives uniform bounds for $\left(V\left(w_{n}\right)\right)$ in $|\cdot|_{k}$. By the Sobolev inequality again, we get uniform bounds for $\left(V\left(w_{n}\right)\right)$ in $\|\cdot\|_{1}$. Therefore by the ArzelaAscoli theorem a subsequence of the $V\left(w_{n}\right)$ converges in $C_{0}$ to $\bar{V}$ satisfying

$$
\begin{equation*}
\int_{0}^{\pi} \int_{0}^{2 \pi} F(x, t, \bar{V}+w) \varphi d x d t=0 \tag{3.13}
\end{equation*}
$$

for all $\varphi \in N$. The uniqueness of solutions $V$ to Eq. (3.13) implies that $\bar{V}=V(w)$ and likewise that the entire sequence $V\left(w_{n}\right)$ converges to $V(w)$ in $C_{0}$. Taking $u=V\left(w_{n}\right)-V(w)$ and $p=k$ in the interpolation inequality [16],

$$
\begin{equation*}
|u|_{j} \leqslant c_{1}|u|_{0}^{1-j / k}|u|_{k}^{j / k} \quad 0 \leqslant j \leqslant k, \tag{3.14}
\end{equation*}
$$

where $c_{1}$ is a constant and using the uniform boundedness of (| $\left.V\left(w_{n}\right)-\left.V(w)\right|_{k}\right)$ and the convergence of $V\left(w_{n}\right)$ to $V(w)$ in $C_{0}$, the continuity of $V(w)$ in $|\cdot|_{k-1}$ follows.

In [15] it is proved that if $f \in E$, there is a unique $w \in E \cap H_{k+1} \cap \dot{H}_{1}$ such that $\square w=f$ and $|w|_{k+1} \leqslant c_{2}|f|_{k}$, where $c_{2}$ is a constant. Therefore $\square^{-1}$ exists and by the Rellich theorem [17] is a compact map on $E$.

The "composition of functions" inequality implies that if $u \in H_{k}$, $F(x, t, u) \in H_{k}$ (see [15] or [18]). Combining these results, we see that if $w \in E \cap H_{k+1} \cap \dot{H}_{1}$ and satisfies

$$
\begin{equation*}
w=\lambda \square^{-1} F(x, t, V(w)+w) \equiv T(\lambda, w), \tag{3.15}
\end{equation*}
$$

then $V(w)+w$ is a classical solution of Eqs. (3.9) and (3.10) (see also [15]). Thus to solve Eqs. (3.9) and (3.10), it suffices to deal with Eq. (3.15) which is of the form (3.1).

If we show that $T(\lambda, w)$ is continuous and compact on $\mathscr{E}$, then Theorem 3.2 can be employed here. Since $V: E \rightarrow N \cap H_{k}$, and $F: V(w)+w \rightarrow E$ for $w \in E$ via the composition of functions inequality and the lemma cited above, the compactness of $T$ follows from that of $\square^{-1}: E \rightarrow E \cap H_{k+1}$. To prove the continuity of $T$, let $\left(\lambda_{n}, w_{n}\right) \rightarrow(\lambda, w)$ in $\mathscr{E}$. As was shown above, $V\left(w_{n}\right) \rightarrow V(w)$ in $C_{0}$ and therefore $\lambda_{n} F\left(x, t, V\left(w_{n}\right)+w_{n}\right) \rightarrow \lambda F(x, t, V(w)+w)$ in $C_{0}$. Hence $\lambda_{n} \square^{-1} F\left(x, t, V\left(w_{n}\right)+w_{n}\right)=T\left(\lambda_{n}, w_{n}\right) \rightarrow T(\lambda, w)$ in $H_{1}$. By the interpolation inequality (3.14) with $p=k+1, j=k$, and $u=T\left(\lambda_{n}, w_{n}\right)-T(\lambda, w)$, it follows that $T\left(\lambda_{n}, w_{n}\right) \rightarrow T(\lambda, w)$ in $\left.1 \cdot\right|_{k}$.

Thus Theorem 3.2 is applicable here. Since the map $w \rightarrow V(w)+w$, $E \rightarrow H_{k-1} \cap \dot{H}_{1}$ is continuous, we have proved the global result:

Theorem 3.16. There exist a pair of continua of solutions of Eqs. (3.9) and (3.10) in $H_{k-1} \cap \dot{H}_{1}$ which meet $(0, V(0))$ and $\infty$.
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